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INTERNATIONAL REVIEWS IN PHYSICAL CHEMISTRY, 1993, VOL. 12, No. 1, 149-204 

Dynamics and structure of aromatic molecular 
van der Waals complexes 

by MICHAEL R. TOPP 
Department of Chemistry, University of Pennsylvania, 

Philadelphia, PA 19104-6323, U.S.A. 

The effect of intermoIecular forces on energy transfer processes, and subtle 
changes in molecular energy leveis can profoundly influence molecular photochem- 
ical and photobiological properties. Molecular aggregates isolated under super- 
sonic jet conditions offer opportunities to examine rnolcuiar interactions in a way 
not possible in condensed media, because small, organized arrangements of 
molecuies can be prepared at very low internal temperatures. Many contemporary 
spectroscopic experiments seek to understand the detailed structures of small 
aggregates and the potentid energy barriers that restrict internal motion. Internal 
relaxation processes invoIving conformational rearrangement and microscopic 
photochemistry in clusters have successfully been time resofved in several cases. At 
higher energies, vibrational predissociation studies convey useful information 
about the strengths of intermolecular forces. Experiments of this type are constantly 
being compared with, and offer new oppartunities to refine, procedures for structure 
calculations. One of the most important currently developing areas in cluster 
spectroscopy invokes direct structure determinations. This has involved comple- 
mentary experiments in bath the areas of high-resolution spectroscopy and 
picosecond time-domain polarization spectroscopy. This combination of structural 
and dynamical information offers exciting new opportunities to examine photopro- 
cesses on a microscopic scale. 

1. Introduction 
Experiments with gas-phase molecules at high ambient temperatures permit 

detailed studies of rotational level structure via high-resolution spectroscopy. On the 
other hand, supersonic cooling largely suppresses the congestion associated with 
vibrational and rotational level populatious, and permits experiments to concentrate 
on species 1ocslIiZed near the zero-point level. Based on the resulting SiahBgiWd spectra, 
valuable information can be obtained, For example, about internd torsional motions 
and other low-energy barriers to the internal motion of large molecules. Possibly most 
significantly, supersonic jet conditions permit the formation of many diEerent van der 
Waals aggregates. Developments in the study of molecular aggregates have been 
reviewed by SmaIley (1982), Janda (1985), Castleman and Keesee (1986 a,b}, Hamilton 
et al. (1986), Amos et al. (198% Ito (1983, Buckingham et al. (1988), Casassa (1988), 
Felker and Zewail(1988}, Gro-yer and Schlag (1988,1989), Ito ei al. (€988), Nesbitt 
(1988,1992), KhundkarmndZewail(1990),McKayet al.(1990), 6arveyetal. (1991)and 
Cohen and Saykally (1992). Additional reviews in the area erf Atomic and Molecular 
Clusters (1990) have been compiled in a book edited by Bernstein. 

Passing a gas mixture of several atmospheres pressure through an ~ ~ i f i ~ e  01-1 mm 
wide into an evacuated chamber generates a supersonic expansion. Helium or another 
light rare gas forms 90”6’, ofthe mixture, acting as a carrier and providing the means for 
cooling. Usually, complexing FnateM enters the gas ffow at near room temperature, 
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150 M .  R. Topp 

and the mixture than passes through a region containing the vaporized aromatic 
species. This often involves a simple oven. However, laser-induced vaporization 
provides an important alternative approach, especially for thermally labile samples 
including biologically significant molecules (Cable et al. 1988, Grotemeyer and Schlag 
1988,1989, Lubman 1988a, b, Tubergen et al. 1990, Dey et al. 1991, Levis and Romano 
1991). Depending on the vacuum pumping scheme and dimensions of the chamber, 
weakly bonded aggregates survive for 210-3s  in a flowing system suitable for 
spectroscopic analysis. The low internal temperatures obtained under these conditions 
permit the stabilization and discrete analysis of structural variants, separated by low 
potential-energy barriers. Spectra obtained in this way are intrinsically simple, and 
often, rotational level structure can be analysed to provide exact structural assign- 
ments. Much published material in this area involves sampling the expanding jet 
1&20 mm downstream. Other work employs skimming techniques to form collimated 
molecular beams, particularly cases where the flux of molecular aggregates is to be 
measured, or when the need for accurate mass resolution dictates the use of collision- 
free conditions. 

Studies of molecular aggregates offer new opportunities to examine molecular 
interactions in a way not possible in condensed media, such as the influence of the 
immediate molecular environment on molecular torsional motion and isomerization 
processes. Other examples include the effect of intermolecular forces on vibrational 
energy transfer, and subtle change in molecular energy levels, which can profoundly 
influence the photochemical properties. Many contemporary spectroscopic experi- 
ments seek to understand structural details of small aggregates and the potential 
energy barriers that restrict internal motion, often leading to multiple structural 
isomers. 

Studies of complexes involving large, planar molecules can provide useful analogies 
to surface adsorption cases. For example, an aromatic species such as pyrene (Mangle 
and Topp 1987) can act as a template for the attachment of alkane molecules, similarly 
to the commensurate structures observed for adsorption on graphite (0001) (Hansen 
and Taub 1979, Hansen et al. 1984). Polycyclic aromatic molecules can form effective 
substrates for larger, organized structures, allowing systematic studies of a range of 
clustering species. For example, it is possible to stack up to 14 argon atoms in double 
two-dimensional coordination around the hexagonal coronene molecule (Babbitt et al. 
1988). Studies of the distribution of large clusters around a dopant chromophore can 
provide insights into ‘microscopic solubility’ (Gough et al. 1983, 1985, Breen et al. 
1989). This behaviour will depend on the cohesive properties of the clustering material, 
and particularly on the nature, magnitude and symmetry of multipolar components of 
the intermolecular potential. One current priority is to document the evolution of the 
structure and physical properties with size. It is of particular interest to distinguish 
between properties intrinsic to clusters and the approach to condensed phase 
behaviour. Multiphoton techniques involving either ion or fluorescence detection are 
in extensive use for spectroscopic analysis of large clusters. 

Functional groups offer opportunities to study specific interactions, such as 
hydrogen bonding and proton and electron transfer. Experiments on such systems 
create avenues to model the kinds of interactions responsible for condensed-phase 
photochemistry and photobiology. Since aromatic-based van der Waals complexes 
can have large binding energies, vibrational coupling phenomena and other aspects of 
vibrationally excited systems can be studied without fragmentation. At higher energies, 
vibrational predissociation studies convey useful information about the strengths of 
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Structure of aromatic complexes 151 

intermolecular forces. Experiments of this type offer new opportunities to strengthen 
procedures for structure calculations. 

Much recent work has involved dynamical analysis of molecular aggregates. For 
example, there have been important developments in our understanding of the effects of 
cluster formation on the radiative and non-radiative relaxation dynamics of aromatic 
modules. As will be discussed, dynamical studies have extensively probed picosecond 
transient phenomena in the fluorescence and absorption spectra of clustered molecules. 
This work has also been extended to study clusters undergoing vibrational predissoci- 
ation, ranging from state-selective to statistical cases. Internal relaxation processes 
involving conformational rearrangement and microscopic photochemistry in clusters 
have also been time resolved successfully in several cases. 

One of the most important currently developing areas in cluster spectroscopy 
involves direct structural determinations. This has proceeded in a complementary 
fashion along two fronts: high-resolution spectroscopy and picosecond time-domain 
spectroscopy. Several cases have now been investigated where results of the two 
techniques can be directly compared. 

2. Complexation effects on spectra 
Complexation of an aromatic molecule causes displacement of the electronic 

resonances and the generation of new detail in the spectrum. For weak perturbations, 
and where there are no polar interactions, the gross features of the vibronic spectrum of 
the host chromophore resemble the isolated molecule. The spectrum also develops 
features resulting from intermolecular motions and, especially for larger clusters, more 
than one structural form of a given aggregate will be present. 

The electronic energy of a complexed aromatic molecule depends on both the 
number and arrangement of complexing species. This is most clearly seen from the 
cases of distributional isomers such as noted by Ondrechen et al. (1981), Doxtader et al. 
(1984), Doxtader and Topp (1986) and Leutwyler and Jortner (1987). Complexes of the 
large molecule perylene with two rare-gas atoms appear in two isomeric forms. One of 
these (1,i or trans) has the atoms on opposite sides of the aromatic plane, so that they 
interact only weakly. The other isomer (2,O or cis) contains a contacted atomic dimer. 
The 2,O isomer has at least one rotational degree offreedom and one interatomic stretch 
coordinate not possessed by the 1,l form. This leads to differences in vibrational 
coupling and predissociation dynamics. The structures of these aggregates were 
recently confirmed by direct measurements involving time-domain polarization 
spectroscopy (Ohline et al. (1992), see later). 

Vibrational isomerism (Leutwyler and Jortner 1987) occurs where two or more 
distinguishable sites exist for a single complexing species. These differ in some 
combination of centre-of-mass location and relative orientation of the two species, 
separated by potential-energy barriers appreciably larger than the zero-point energy. 
Because of the rapid cooling conditions, the relative populations of vibrational isomers 
reflect a high-temperature equilibrium. Leutwyler and Jortner (1 987) calculated that 
symmetrically equivalent sites can exist for light rare-gas atoms on a molecule such as 
tetracene, potentially yielding tunnelling splitting in the spectra. Heikal et al. (1991) 
recently demonstrated that two vibrational isomers exist for the 1 : 1 aggregate 
anthracene-Ar, having different predissociation energies and dynamics. 

Manifestations of vibrational isomerism most commonly occur for molecular 
complexation of large aromatic molecules. One such example is the spectral doubling 
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152 M. R. Topp 

8 

Figure 1. Fluorescence excitation spectrum for PPF-n-nonane showing the doublet structure 
on bands at 0,67 and 256 cm ~ '. The large band at the right is due to uncomplexed PPF. 
The structures shown result from predictions by semiempirical calculations; they have 
recently been verified by direct structural analysis. 

observed when anthracene (Babbitt et al. 1987) or 2,5-diphenylfuran (PPF) (Mangle 
et al. 1987) forms (1 : 1) complexes with odd-numbered, long-chain n-alkanes. Different 
relative orientations of these weakly dipolar hydrocarbons generate splittings in the 
spectra near 10 cm- '. Figure 1 shows a sample spectrum for n-nonane complexation of 
PPF. The two structures shown are suggested by the splitting, and predicted by semi- 
empirical calculations. Resolution of such subtle isomeric differences illustrates the 
sensitivity of the binding energy to the electronic state of the aromatic substrate. 

The red-shifts found for most complexes result from a universal interaction in which 
the higher excited-state polarizability produces a greater binding energy. Quantitative 
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Structure of aromatic complexes 153 

I 

-40 -20  0 
FREQUENCY SHIFT (crn-l) 

Figure 2. Sequence of excitation spectra for (Bottom) ethane, (Middle) propane and (Top) n- 
butane complexes of pyrene. The codes ‘I’ and ‘11’ denote 1 : 1 and 2 : 1 aggregates. These 
show an evolution of the spectral shift from red (-1 to blue (+) as chain length increases. 
This is opposite to the prediction based on a dispersive interaction, and signifies an 
increasing role for a repulsive interaction. 

assessments of these shifts have used a variety of approaches, including adaptations to 
isolated molecules of the Longuet-Higgins and Pople (1957) type of model (LHP) 
(Leutwyler 1984a). This approach, which considers only dispersive interactions, was 
modified by Bosiger and Leutwyler (1986), to account for inductive effects. Also, 
Kettley et al. (1986,1987) were able to establish a method to predict complexation shifts 
through the application of ‘average-energy’ concepts (Unsold 1927). Current develop- 
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154 M. R. Topp 

R 

FREQUENCY SHIFT (cm-') 
Figure 3. Sequence of excitation spectra for (Bottom) n-butane, (Middle) n-pentane and (Top) 

n-hexane complexes of pyrene. All these complexes are blue-shifted from the parent pyrene 
resonance, but the trend in the shift is now towards the red as chain length increases. 

ments in complexation-shift theory are focused on detailed treatments of rare-gas-atom 
complexes (Shalev et al. 1991b,c, 1992). 

Despite the prevalence of red shifts, many aggregates exhibit blue-shifted reson- 
ances. The simplest case of this type occurs where weak electronic transitions lead to 
small changes in the dispersive interaction. Whereas increased polarizability leads to 
increased dispersive interactions, the promotion of electrons to antibonding orbitals 
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Structure of aromatic complexes 155 

I 

I 
It 

I I 
-80  -60 -40  -20 0 

FREQUENCY SHIFT (ern-') 
Figure 4. Sequence of excitation spectra for (Bottom) n-heptane, (Middle) n-octane and (Top) 

n-decane. These spectra are all red-shifted in the expected sequence from the pyrene 
parent, showing that the change in dispersive interaction from So to S ,  is now dominant. 

and Topp (1986, 1987) complexed jet-cooled pyrene with n-alkanes, allowing direct 
comparison of the complexation shifts on the SoctS1 and SO-S2 transitions. This 
study revealed that the strong S,-S2 transition exhibits 'normal' shifts comparable to 
other large molecules, scaling with the polarizability of the adduct species. For 
example, the spectral red shifts increase monotonically for ethane, propane and n- 
butane (- 125, - 190 and -235 crn-', respectively). However the shifts on the much 
weaker So-S, transition (zrad 3 1.4 ps) show a quite different trend. Figure 2 reveals 
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156 M. R.  Topp 

SHIFT DATA FOR PYRENE/ALKANE COMPLEXES 

A s, . s, 
VI 

C 
Q - 2 0 0  

c 
$ - 3 0 0  

CI 

5 -400 

- 5 0 0  

x m 

- 10 

i 

- -40 

- 5 0  

C 

0 2 4 6 a 10 
Number of Carbon Atoms 

Figure 5. Comparison of the van der Waals complexation shifts on two electronic transitions 
for 1 : 1 aggregates involving pyrene with n-alkanes. The S,-+S2 data show a monotonic 
dependence of the red shift on chain length. On the other hand, the S,+S, data reveal the 
influence of a repulsive interaction, which maximizes for the butane complex. 

that the energy shifts of the So-S, resonances of the ethane, propane and n-butane 
complexes are - 14, -6 and + lOcm-', respectively. Figure 3 shows for n-butane, n- 
pentane and n-hexane complexes that direction of the shift reverses, being + 10, + 5 
and + 2 cm- ', respectively. Figure 4 shows that n-heptane complexation results again 
in a red shift (-7 cm-') followed by continued red shifts for n-octane and n-decane 
(- 14 and - 25 cm- ', respectively). In each case, 2 : 1 aggregates (labelled 'IT) are 
present, having double the shifts of the 1:  1 aggregates, which signifies the 1,l 
distributional isomer. Some doubling of the 2 : 1 bands is attributable to vibrational 
isomers. Data for both the S,+S, and So+S, transitions are summarized in Figure 5. 
These data strongly suggest that a-alkanes form commensurate structures when 
complexed with pyrene at the 1 : 1 and 2: 1 levels. There is a repulsive interaction 
between proximate hydrogen atoms of the alkane and the centres of the four x-electron 
rings, which reaches a maximum for n-butane. Direct structure determinations are yet 
needed to verify these predictions. 

In the presence of specific interactions between functional groups, such as hydrogen 
bonding, it is common to find a weaker stabilizing interaction following electron 
promotion (Mataga et al. 1956). This can lead to considerable blue shifts of the spectra, 
although many species still show net red shifts. Abe et al. (1982) showed that hydrogen- 
bonded complexes of phenol display red shifted spectra, consistent with the acidic 
nature of the phenolic proton. Carbazoles show red shifts with dipolar species, 
including CHCl,, CH,CN (Auty et al. 1986). Taylor et al. (1986, 1990) further 
investigated complexes of carbazole with alkyl cyanides and trialkylamines. They 
observed different dependence of the red shift with chain length between the polar 
cyanides and the hydrogen-bonding amino compounds. Hager et al. (1987b) measured 
the spectral shifts and binding energies of aminopyridine complexes with several 
different species, all of which gave red shifted spectra. They also used atom-atom pair- 
potential calculations to estimate structures. Tubergen and Levy (1991) measured the 
excitation spectra of indole complexes with several polar molecules, attributing 
substantial differences in the red shift to differences in hydrogen-bonding to the 
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Structure of aromatic complexes 157 

It-electron system. They also found evidence for differences in complexation-induced 
mixing of the 'La and 'L, states in the indole molecule. 

In another interesting development, Yamamoto et al. (1986) showed that, of the two 
o-bond rotational isomers of p-dimethoxybenzene, only the polar cis form develops 
complexes with polar adduct species. On the other hand, they found that both the cis 
and trans species form complexes with non-polar molecules. In a similar context, 
DeHaan and Zwier (1989) compared H, and D, complexes of t-stilbene, demonstrating 
that dynamical considerations dictate the selective adsorption of the ortha (i.e., J = 1) 
nuclear spin rotational isomer of H,. That is, the complex with p-H, was not observed. 
Following an early report by Gonohe et al. (1983a), Gotch et al. (1991) presented 
another interesting aspect of these spectra, showing that the 1 :  1 aggregate 
benzene/CCl, exhibits a 0; band. This reveals a substantial perturbation of the original 
symmetry-forbidden lAlg+'BZu 0; transition of benzene, and signifies a lowering of 
the efSective symmetry in the complex. 

Auty et a/. (1984) observed a net blue shift of 178 cm-' for the dibenzofuran-water 
complex, showing here that hydrogen bonding involves a nucleophilic role for the 
chromophore. Wallace and co-workers published results for indole complexes, 
revealing a blue shift for the helium adduct, but red shifts for larger atoms and non- 
polar molecules(Hager and Wallace 1983,1984,1985; Hager et al. 1987a). Significantly, 
their work also showed that repulsive interactions are important for halogenated 
complexes where, for example, the CF, complex has a pronounced blue shift. The large 
blue shift they observed for the chloroform complex of indole signified that this species 
is hydrogen-bonded via the acidic proton of CHCI, to the z-electron system. Gotch and 
Zwier (1990) observed the hydrogen-bonded HC1 and DC1 complexes of benzene to be 
blue-shifted from the parent. Work from the same group (Gord et a/. 1990) studied 
complexes of benzene with molecules of different hydrogen-bonding ability (HCI, 
CHCI,, H,O and CH,CI) in one-colour resonance-enhanced multiphoton ionization 
(REMPI) experiments. The degree of fragmentation upon ionization correlated with 
the hydrogen-bonding strength of the adduct molecule, and the consequent reduction 
in binding energy of the ion. Zwier and co-workers also observed that the blue-shifted 
1 : 1 complexes of benzene with water (Garrett et al. 1991a) and methanol (Garrett and 
Zwier 1992b) had spectra resembling that of benzene. That is, the absence of a 0; band 
was consistent with a structure involving hydrogen-bonding to the x-electron system, 
such that the symmetry axis was effectively preserved. On the other hand, larger 
clusters tended to form hydrogen-bonded aggregates of the polar adduct species, the 
presence of a 0; band now implying a substantial reduction of symmetry. Gotch and 
Zwier (1992) also analysed differences in the low-frequency mode structure of the 
hydrogen-bonded H,O, HDO and D,O complexes of benzene. Such measurements 
provide valuable clues not only to the structure, but also to the functional relationship 
of the cluster components. 

A special case of complex formation occurs for strong electronic interactions. 
Klemperer and co-workers (Janda et al. 1975, Steed et al. 1979) observed the benzene 
dimer using microwave spectroscopy, and Hopkins et al. (1981), Langridge-Smith et al. 
(1981) and Fung et a/. (1983) applied optical spectroscopy to the same problem. 
Recently Bornsen et al. (1986, 1989), studied the benzene dimer and trimer, using an 
exciton coupling theory to analyse the spectral shifts and splittings, and the transition 
intensities. Bernstein and co-workers reported studies of aggregates involving benzene 
and toluene using optical spectroscopy (Law et al. 1984), concentrating on semi- 
empirical calculations of the intermolecular potential energy surfaces. S-tetrazine 
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158 M .  R .  Topp 

provided another early focus for high-resolution spectroscopy. Smalley et al. (1978) 
reported the first jet-cooled studies of this molecule and van der Waals complexes. Levy 
and co-workers followed this work with studies of the tetrazine dimer (Haynam et al. 
1983, Young et al. 1983) and its ternary complexes with He and Ar (Haynam et al. 
1984a). Other studies of aromatic dimers include benzonitrile (Kobayashi et al. 1987), 
benzoic acid (Poeltl and McVey 1983) and carbazole (Taylor et al. 1989). 

There has been much interest in excimer formation, in which the excited-state 
binding energy between two adjacent molecules increases dramatically because of 
intermolecular electronic coupling. Saigusa and Itoh (1985) and Saigusa and Lim 
(1990, 1991a, b) reported studies of fluorene dimers, and Itoh and Morita (1988), 
ethylfluorene. Wessel and Syage (1988, 1990) and Saigusa et al. (1992), reported 
experiments showing strong intermolecular coupling in naphthalene aggregates. 

Closely related are studies of exciplexes. Felker et al. (1982) reported the direct 
picosecond time-resolved observation of the formation of an exciplex in a supersonic 
jet. This was a special case of a covalently bound double molecule containing 
anthracene and dimethylaniline groups separated by a short alkyl chain. Upon 
electronic excitation, electron transfer caused a large dynamic shift in the spectrum. 
Subsequently, many instances of exciplex formation in van der Waals complexes have 
been demonstrated, mostly using fluorescence excitation and time-integrated dispersed 
fluorescence spectroscopy. Examples are benzoic acid-p-toluic acid (Tomioka et al. 
1984), aniline-benzene (Lahmani et al. 1988), fluorene with benzene derivatives 
(Saigusa and Lim 1990), anthracene and perylene with many different electron donor 
species (Castella et al. 1984,1986a, b, 1988,1989 b, Anner and Haas 1985,1988, Amirav 
et a/. 1988); cyanonaphthalene with triethylamine (Saigusa and Itoh 1984, Saigusa et al. 
1987) and other aliphatic amines (Saigusa and Lim 1991c), olefins (Lahmani et al. 
1991a) and methyl-substituted cyanonaphthalenes (Itoh et al. 1991), cyanoanthracene 
with dienes (Anner et al. 1987), bianthryl with acetone (Honma et al. 1991). In another 
covalently bonded example, Chattoraj et al. (1991) studied the conformation de- 
pendence of electronic energy transfer. Their covalently bonded model system involved 
chromophores of anisole and dimethylaniline separated by cyclohexane linkages, 
offering opportunities to fix the relative orientations of the chromophores. They found 
inconsistencies with both the Forster and Dexter formalisms of excitation transfer 
theory for this short-range process. 

An important aspect of experiments on van der Waals aggregates is the need to 
identify different vibrational isomers, and to separate this detail from vibronic 
structure. One example is perylene-l-chlorobutane (Motyka et al. 1989) which, as 
figure 6 shows, has a cluster of at least six resonances in a 100cm-’ region to lower 
energy than the perylene 0; transition. Some of these were determined by dispersed 
fluorescence spectroscopy to result from distinguishable isomers (A, B and C), while 
others are due to vibronic structure. 

2.1. Hole-burning spectroscopy 
The complicated spectra often resulting from supersonic expansions can be 

considerably simplified by double resonance techniques, which can isolate the spectra 
of individual components of the ensemble. Pump-probe techniques of various kinds 
have contributed to molecular beam spectroscopy for more than a decade. These 
include beam depletion (Vernon et al. 1981, Broyer et al. 1986, Page et al. 1988, Wang 
et al. 1990) and stimulated-emission spectroscopy (Abramson 19x5, Dai et al. 1985, 
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I I I 

F I B (1: 

P 

4 :i 
B' 

c' 

-300 -800 -100 0 100 200 300 

Relative Wavenumber 
Fluorescence excitation spectrum for perylene complexes with 1-chlorobutane. The 

features labelled A, B and C represent different isomers, and A', B' and C their vibronic 
counterparts (355 cm- '). Features labelled 'P' are resonances due to uncomplexed 
perylene. Most other features are vibronic bands of the complexes. 

Figure 6. 

Hamilton et al. 1986, Frye et al. 1988). Pump-probe 'ion-dip' experiments (Cooper et al. 
1981, Murakami et al. 1982, Suzuki et al. 1985,1986) have been particularly effective in 
allowing determination of the emission spectra of jet-cooled species at M 1 cm-l 
resolution. 

More recently, 'hole-burning' spectroscopy has focused on the multiple isometric 
forms of van der Waals aggregates. Lipert and Colson (1989a, b) reported the first work 
of this kind for studies of water complexes of phenol, using two-photon ionization 
experiments. Simultaneously in this laboratory, two-colour pump-probe experiments 
with fluorescence detection investigated rare-gas and molecular complexes of perylene 
(Wittmeyer 1989, Wittmeyer and Topp 1990, 1991, Wittmeyer et al. 1991). Later 
experiments included alkane complexes of the weakly fluorescent xanthione molecule 
(Kaziska et al. 1991). Stanley and Castleman (1991) extended these ideas using ion-dip 
techniques to study hydrogen-bonding in phenol-H,O complexes. An important 
contribution also came from Knochenmuss and Leutwyler (1990), who applied hole- 
burning spectroscopy to eliminate inhomogeneous broadening from the spectra of 
large carbazole-Ar, clusters. Recently, Felker and co-workers employed a multiple 
resonance ion-dip approach, similar to hole-burning spectroscopy, to interrogate 
ground-state vibrational levels of different aggregates (Corcoran et al. 1990). For 
example, this approach was used for a new study of the benzene dimer (Henson et al. 
1991) and complexes involving phenol (Hartland et al. 1992c), including the phenol 
dimer (Connell et al. 1992). These approaches offer a new level of precision in 
determining the spectra of large molecular aggregates. They offer many advantages 
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Figure 7. Diagram representing the principle of hole-burning spectroscopy. This case shows a 
tunable PUMP and a fixed PROBE laser. The 100 ns delay allows recovery of the sample 
by fluorescence, before the PROBE pulse arrives. Such an arrangement was used to obtain 
the spectra in figure 8. 

over single-photon approaches, because they allow access to the homogeneous line 
widths of large aggregates. 

Figure 7 illustrates schematically the idea of hole-burning spectroscopy. These 
experiments involve initial irradiation by a strong, narrow-bandwidth pulse (PUMP). 
Subsequently, spontaneous fluorescence (z < 10 ns) populates levels of the electronic 
ground state. Many of these levels are no longer resonant at the pump wavelength, 
because vibrational coupling populates 'dark' levels having excursions up to 100 cm-l 
from the original resonance. Others are resonant, but have reduced Franck-Condon 
factors. The result is a depletion of the fluorescence signal excited by a delayed PROBE 
pulse at all vibronic transitions involving the originally pumped ground-state species. 
Scanning the pump with a fixed probe wavelength thus generates an inverted 
absorption spectrum of any preselected component of the cluster ensemble. Because 
the experiments are insensitive to subsequent dynamics, such depletion spectra at 
z 1 cm-' resolution can be extended into regions of high vibrational energy. This 
provides a unique means for monitoring the absorption resonances of specific 
structural isomers in congested spectral regions. 

Figure 8 presents a sequence of hole-burning spectra obtained from a helium- 
perylene-argon expansion, with a reference excitation spectrum. Each trace required 
fixing the PROBE laser on the the 0: transition of a particular aggregate, and scanning 
the PUMP laser. Each spectrum, even without mass resolution, is essentially clean 
from signals due to other aggregates. Several cases of isomerism are shown, including 
1,l and 2,O of the 2: 1 aggregate, 3,O and 2,l of 3 : 1 and 3,1 and 2,2 of 4: 1. In each case, 
there are conspicuous differences in the low-frequency mode structure, also an 
evolution in some modes of perylene as the complexation level increases. Most 
obviously, perhaps, is the presence of a low-frequency vibration at z 16 cm- which is 
characteristic of those aggregates containing argon trimers (i.e., 3,O and 3,l). 

Results shown in figure 9 for perylene-CH, 1 : 1 complexes illustrate a counterpoint 
of the above measurements, by selectively burning out different resonances. Here, the 
PUMP laser is on resonance with a characteristic transition, and the scanned PROBE 
laser generates a hole-burnt excitation spectrum. The components of the doublet 
resonances of perylene-CH, arise from separate ground states, consistent with the 
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Figure 8. Sequence of hole-burning spectra for aggregates of perylene with argon up to the 
4: 1 level of aggregation. The bottom trace represents a fluorescence excitation spectrum, 
showing mainly uncomplexed perylene features. Each hole-burning spectrum was 
obtained by fixing the probe on the 0; resonance of a particular aggregate, and scanning 
the PUMP. The isomers are labelled (x,y) according to the number of argon atoms 
occupying sites on the two faces of the perylene molecule. 

assignment of the resonances to different nuclear spin isomeric forms. The weaker 
component of the doublet has the same spectral shift as the CD, complex. 

Deuterium substitution provides important opportunities to examine the rotat- 
ional motions of molecules trapped near a larger species. Figures 10 and 11 compare 
the hole-burning spectra of the 2,O and 1,l isomers of four different deuterium- 
substituted 2:l methane complexes with perylene: CH,, CH,D, CH2D2 and CD, 
(Wittmeyer and Topp 1991, 1992). The 2,O form, which has a methane dimer, has the 
simpler spectrum, showing little effect of deuterium substitution at this resolution. 
Transitions based on principal perylene excitation resonances are labelled for the CH, 
species. The A, B and A2 resonances are clearly resolved as single transitions. The 
A+ G2 combination band with the out-of-plane butterfly mode (Fourmann et al. 1985) 
is present, and the Fermi-resonance doublet. The 1,l isomer of perylene -(CD,), also 
shows a simple spectrum. However, the 1,l forms of protonated methane species show 
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Figure 9. Pair of spectra showing the effect of hole-burning on the fluorescence excitation 
spectrum of a van der Waals complex. Here, the PUMP laser was fixed on an excitation 
resonance and the PROBE laser scanned. The arrows denote the location of the PUMP 
laser. This pair of traces shows selective burning of the two isomers of peryleneCH, 
generated by nuclear spin statistics. 

complex low-frequency mode structure on all principal vibronic resonances. The extra 
structure results from overlapping resonances in both the pump and probe transitions, 
due to symmetrically distinct isomers. Each CH, species is evidently present as at least 
two different nuclear spin isomers, each of which has a separate set of transitions to 
tunnelling levels. Where two independent CH, species are present, this generates at 
least three distinct combinations. In the hole-burning spectrum, some structure 
appears as two interleaved progressions in 10 cm-l. For partially deuterated methane, 
lower symmetry leads additionally to distinct trapped vibrational isomers. The spectra 
of these species are displaced by virtue of differences in perturbation of the zero-point 
energy of high-energy C-H stretching modes. Because of this complexity, it is 
remarkable that the CD, complex shows such a simple spectrum. However, this acts to 
confirm the contribution of proton tunnelling to the spectral complexity. Detailed 
examination of this type of structure promises to yield valuable information about the 
modification of rotational degrees of freedom when small molecules approach a 
surface. This is one area where studies of molecular aggregates can directly provide 
significant information about molecular adsorption on larger surfaces. 
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Figure 10. Sequence of hole-burning spectra for the 2,O isomers of 2 : 1 aggregates ofdeuterated 
methane species with perylene. The zero of energy here is the bare perylene 0; transition; 
these complexes are all red-shifted by z 138 cm-'. 

Perylene-CO, exhibits strong low-frequency mode progressions not seen for most 
other peryiene-based aggregates, which signifies a substantia1 change in equilibrium 
geometry between the So and S, states. This kind of structureiseasily extracted by hole- 
burning spectroscopy (Wittmeyer and Topp, 1990), as figure 12 shows. The two traces 
in this figure were recorded simultaneously, the lower being the fluorescence signal 
excited by the scanned PUMP laser and the upper, the ftuomcmce signal detected by 
the fixed PROBE. Although the contribution to the excitation spectrum from the CO, 
complexes is much smaller than the signal from residual bare-perylene resonances, 
there is virtually no cross-talk in the hole-burning spectrum. Each of the A, B and A' 
resonances in the lower trace has an associated band sequence for the CO,  complex in 
the upper. The one exception is that the butterfly transition A + G2 characteristic of 
bare perylene is suppressed in the CO, complex. 

Since there is one principal isomer of the 1 : 1 aggregate, a mass-resolved approach 
would yield the same information as the hole-burning spectrum of figure 12. However, 
the CO, complex predissociates above about 1250 m- This would significantly 
complicate a pure mass-resolved experiment, since fragmentation of the complex 
occurs in a region of the excitation spectrum where bare-molecule resonances are 
quasi-continuous. Therefore, uncomplexed perylene molecules and higher aggregates 
are constantly being excited in this energy region, and would appear in the ion signal. 
On the other hand, hole-burning measurements are only sensitive to the absorption 
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Figure 11.  Sequence of hole-burning spectra for the 1,1 isomers of 2:l aggregates of deuterated 
methane species with perylene. These species have spectra red-shifted by 160-165 cm- ', 
depending on deuterium substitution. 

spectrum. Therefore, resonances above the predissociation threshold, for a preselected 
species, are readily detected against zero background. 

Most of the vibronically active modes of a large aromatic molecule are weakly 
perturbed upon van der Waals complexation, as noted above. Consequently, the 
spectra of complexes have most of the features of the aromatic species, usually 
supplemented by intermolecular mode structure. However, certain modes of the 
aromatic molecule are significantly perturbed, to the extent that such changes appear in 
the excitation spectrum. Figure 13 shows some effects of complexing the perylene 
molecule by one and two n-pentane molecules. The bottom trace in figure 13 shows a 
fluorescence excitation spectrum of perylene recorded with high-intensity excitation. 
The principal modes A and B and the 'butterfly' combination A + G2 are represented 
by prominent bands. Also, a pair of resonances near 540 cm- is labelled ' N  and 'C'. In 
the 1 : 1 pentane complex, the A + G2 resonance has been eliminated, and replaced by a 
sequence of resonances in z 55 cm- '. Fourmann et al. (1985) showed that the butterfly 
mode of perylene appears as an overtone (i.e., A + G2) because the Av = k 1 transition is 
not allowed for a centrosymmetric molecule. However, in the pentane complex, the 
effective symmetry of the out-of-plane distortion potential is lower, and may permit a 
Franck-Condon active Au= + 1 transition at 55 cm-l. This would imply a 10-15% up- 
shift in the energy of the mode in the complex. In the 1,l complex, which has a pentane 
molecule in either side of the perylene, this feature is now absent, probably because of a 
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Figure 12. (Upper) hole-burning and (Lower) fluorescence excitation spectrum for 1 : 1 
perylene-CO,. This illustrates the complexity of vibronic structure available through this 
double-resonance technique. This spectrum suggests a strong role for multipolar 
interactions in determining the structure of the complex. 

symmetry restriction. Also, however, the constraints of the double complexation 
appear to reduce the Franck-Condon factor for this out-of-plane vibration below our 
instrument noise. It is useful to compare this case with figure 8, where the butterfly 
resonance is suppressed by the formation of argon dimers. 

The other feature of general interest in figure 13 is the evolution of the Fermi- 
resonance doublet. The oscillator strength for this pair of bands comes from the 'C' 
resonance which, in a linear spectrum would be about seven times stronger than the 
nearby 'N  resonance. The effect of complexation is to move the ' N  resonance through 
the position of the 'C', generating a symmetric doublet for the 1,0 n-pentane complex 
and restoring a single 'C' resonance in the 1,l complex. The same trend occurs in argon 
and methane complexes, being appreciably strongerin the latter case. The conclusion 
from these data is that the ' N  resonance is an out-of-plane vibration, which we observe 
to shift its energy by 10% at different stages of van der Waals complexation. This mode 
becomes mixed with the in-plane 'C' mode (a,) through a vibronic interaction with 
high-energy electronic states of B,, symmetry (Wittmeyer and Topp 1991). 

2.2. Ionization 
Molecular ionization energies, commonly measured via the sequential absorption 

of two or more photons (Duncan et al. 1981, Grubb et al. 1984, Whetten et al. 1985, 
Chewter et al. 1987), also vary upon complexation. The amount of energy needed to 
liberate free electrons into vacuum reflects both the size and shape of the aggregate and 
the nature of the complexing material. Also, the charge distribution of a dopant cation 
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Figure 13. Sequence of hole-burning spectra of perylene-n-pentane (1,O and 1,l) compared with 
a fluorescence excitation spectrum of perylene (0,O). These show the effect of complexation 
on out-of-plane modes of the aromatic molecule. 

strongly influences the ionization energy of small clusters. For example, a single argon 
atom reduces the ionization energy of A1 atoms by M 800 cm - (Schriver et al. 1989), 
small aromatic molecules by 15&250cm-' (Fung et al. 1981, Rademann et al. 1983, 
Gonohe et al. 1985, Hager et al. 1985, Mikami et al. 1986, Chewter et al. 1987) and large 
aromatic molecules by only w50cm-' (Jortner et al. 1983, Ben-Horin et al. 1989, 
Shchuka et al. 1989). Franck-Condon considerations play an important role in 
deciding the accuracy of these kinds of measurements, since the spatial arrangement of 
an ionized aggregate will usually be different from that of the corresponding neutral 
(Hager et al. 1986a, Lin et al. 1988). Yet often, a precision of < 1 meV can be attained 
(Suzuki et al. 1985, Hager et al. 1986b, Goto et al. 1987). 

Work from this laboratory (Shchuka et al. 1989) has explored the dependence of the 
ionization energy of perylene on the nature and arrangement of complexing species. A 
single methane molecule red-shifts the ionization energy by 52 cm- ' and four adsorbed 
methane molecules (2,2 form) generate a red shift of 134cm-'. On the other hand, 
complexation of perylene by a single n-octane molecule results in a blue-shift of 
23 cm- '. Again, this reveals a substantial change in the repulsive interaction between 
the two species upon excitation, which current theories cannot accommodate. 
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Theoretical studies have addressed the case of small numbers of rare-gas atoms 
attached to the cations of aromatic hydrocarbons, providing estimates of the variations 
in binding energy associated with ionization. Approaches have included perturbation 
of both short-range repulsive (Ben-Horin et al. 1989) and dispersive (Kim and Cole 
1989) interactions involving polarization-induced orbital distortion. Very recently, 
Ben-Horin et al. (1991) extended their model to include the entire CJ and 7c atomic 
charge density, to provide reliable calculations of ionization-energy shifts. Their work 
was extended to clusters of up to 18 rare-gas atoms. Current models have yet to deal 
with molecular clusters, which require more detailed calculations considering the non- 
spherical charge distribution. 

2.3. Larger clusters 
Several laboratories have extended the above types of studies to larger clusters. 

These experiments commonly involve resonant excitation of a low-energy electronic 
transition (usually So-+S,), followed by non-resonant photoionization; ionization 
thresholds are generally not well known. Such experiments require full mass resolution, 
even to resolve different aggregates. This is because there is a substantial convergence 
and occasionally a reversal of the spectral shift as the aggregation level increases (Even 
et al. 1989, Lohmannsroben et al. 1990, Pohl et al. 1991, Shalev et al. 1991b,c, 1992, 
Troxler and Leutwyler 1991). One concern has been to investigate the evolution of the 
spectra and other physical properties of clusters with size towards the condensed phase 
(Kung and Miller 1990, Li et al. 1991). Whereas small aggregates can be structurally 
analysed (see later), studies of larger aggregates still rely upon indirect approaches. This 
includes analysis of the So-+S, excitation resonances, which are usually strongly 
inhomogeneously broadened, even when mass-resolved. In several cases, narrower 
resonances suggest the occurrence of ‘magic’ number phenomena (Hahn et al. 1987, 
Babbitt et al. 1988, Schriver et al. 1989, Easter et al. 1991a, b). 

Scoles and co-workers have used infrared spectroscopy to interrogate the solvation 
of SiF, and SF, by argon clusters (Gu et al. 1990, Levandier et al. 1990). Their interest 
lay in establishing the location, and possible diffusion of a probe molecule within a 
cluster. Some theoretical work has postulated the existence of fluxional structures, 
which mimic liquid-like behaviour (Eichenauer and Le Roy 1986, Del Mistro and Stace 
1990, Bosiger et al. 1991). Experimentally, Bosiger and Leutwyler (1986) used carbazole 
as an electronic probe of large argon clusters, to study the size dependence of 
isomerization processes and phase transitions. They also analysed the van der Waals 
vibrations and binding energies, using the Longuet-Higgins-Pople approach to 
calculate dispersive interactions. With a correction for inductive effects they were able 
to calculate shifts close to experimental values. Knochenmiiss and Leutwyler (1990) 
later used hole-burning spectroscopy to interrogate the homogeneous line widths of 
these types of clusters. 

3. Binding energy and structure calculations 
3.1. Calculations 

Calculations of the structures and binding energies of complexes involving 
aromatic molecules rely heavily on semi-empirical techniques (Ondrechen et al. 198 1, 
Hutson et al. 1984, Buckingham et al. 1988, Amos et al. 1990). Primarily, these involve 
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Lennard-Jones (e.g. 6-12) or Buckingham-type ( k x p )  formulas. Since a polycyclic 
aromatic molecule resembles the corrugated surface of graphite (OOOl), some important 
comparisons can be made between molecular clusters and extended surface experi- 
ments. Indeed, modelling studies of species physisorbed onto extended surfaces have 
provided a major source of semi-empirical parameters. Thus, Hansen and Taub (1979) 
and Hansen et al. (1984) used iow-energy electron diffraction (LEED) and inelastic 
neutron scattering data with semi-empirical potential energy calculations to study 
phase transitions of alkane monolayers on graphite. Jortner and co-workers 
(Oncrechen et al. 1981, Even et al. 1982c, Leutwyler and Jortner 1987), were among the 
first to adapt the atom-atom pair potential approach to van der Waals clusters in their 
study of rare-gas atoms attached to polycyclic aromatic molecules. Their model 
directly used parameters obtained by Crowell and co-workers (Crowell and Steele 
1961, Crowell and Chang 1963) from surface-adsorption studies of argon on graphite. 
Hutson et al. (1984) used a similar approach to model the predissociation of rare-gas 
complexes of ethylene, and Tiller et al. (1989) later modelled the predissociation of Ar- 
p-difluorobenzene. More recently, Knight and co-workers used a more sophisticated 
6-1 2-based approach to examine anharmonic inter-mode coupling in argon complexes 
of benzene and aniline (Bieske et al. 1989, Bieske et al. 1992a, b). 

The straightforward theory applied to van der Waals interactions of rare-gas atoms 
needs to be modified for molecular complexes, in view of the need to accommodate the 
orientation and charge separation of the constituent species. In their simplest form, 
atom-atom pair-wise potentials do not adequately allow for electrostatic or multi- 
body interactions. This is particularly important for pairs of aromatic molecules. 
Moreover there is a limiting assumption that these potentials are spherically symmetric 
(Stone and Price 1988). Electrostatic interactions are variously approximated by 
distributed point charges (Williams 1966,1967,1980, Hall and Williams 1975, Williams 
and Starr 1977, Law and Bernstein 1985, Schauer and Bernstein 1985), point 
quadrupoles (Miller et al. 1984), distributed multipoles (Stone 1981, 1985, Price 1985, 
Price and Stone 1987), and ‘exchange perturbation’ theory (Castella et al. 1989a). 
Bernstein and co-workers used the 6 e x p 1  distributed point charge and derivative 
approaches for many van der Waals computations. This included intermolecular 
modes of small-molecule complexes of benzene (Menapace and Bernstein 1987b, c, 
Nowak et al. 1988) and fluorene (Im et al. 1990). 

Predictions of the binding energies of molecular aggregates can be tested through 
predissociation experiments. However, the sparsity of accessible vibrational levels 
often limits the precision of this kind of procedure. For example, binding energies for 
rare-gas atoms on large molecules maximize at % 600 cm-’. Beam depletion techni- 
ques involving bolometer detection are particularly well suited to spectroscopic studies 
of small-molecule aggregates, since the absorption of infrared photons usually causes 
predissociation (Gough et al. 1978, 1983, 1985, 1986, Casassa et al. 1980,1981, Vernon 
et al. 1981, Hoffbauer et al. 1983, Miller and Watts 1984, Michael and Lisy 1986, Ewing 
1987, Dayton et al. 1991, Huisken et al. 1991). Line broadening signifies the dynamical 
process of predissociation, but most applications in this area have been spectroscopic 
in nature, relying on predissociation to remove material from a beam (Fischer et al. 
1985, Huang et al. 1986, Jucks et al. 1987, 1988, Huang and Miller 1988, Jucks and 
Miller 1988a, b). On the other hand, far-infrared studies can provide the means for non- 
dissociative analysis of intermolecular modes (Robinson et al. 1987a, b). Developments 
in studies of the predissociation of molecular van der Waals aggregates have been 
reviewed by Janda (1985) and Nesbitt (1988, 1992). 
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Vibronic transitions of aromatic-based van der Waals aggregates offer opportun- 
ities to make more exact measurements of binding energy, via low-frequency 
vibrations. Soep and co-workers used optical methods to study vibrational predissoci- 
ation events involving rare-gas-atom complexes of glyoxal (Jouvet and Soep 1981, 
Halberstadt and Soep 1984). Levy and co-workers carried out similar work on 
complexes involving s-tetrazine (Brumbaugh et af. 1983), Lim and co-workers studied 
pyrimidine (Saiguas et al. 1983) and isoquinoline (Jameson et al. 1984), Stephenson and 
Rice (1984) studied benzene-argon, and Su et al. (1991) recently carried out a detailed 
study of p-difluorobenzene-Ar. These latter studies are particularly significant, because 
fluorescence spectra provide a state-by-state analysis of the products of predissoci- 
ation. Recently, the state-by-state approach included molecular complexes of benzene, 
leading to a detailed interpretation of the predissociation mechanism (DeHaan et al. 
1989, Zwier 1989). 

Comparisons of calculated and experimentally determined cluster binding energies 
for simple complexes are in reasonable agreement. For example, different published 
parameter sets give values from 850-1000cm-' for the binding energy of perylene- 
CH,, whereas the experimentally determined value for the S -state binding energy is 
705 cm- < - UEXp < 886 cm-l (Doxtader and Topp 1985, Wittmeyer and Topp 1992). 
On the other hand, predictions of the structures of molecular van der Waals aggregates 
have so far met with limited success. This is partly because definitive techniques for 
structure determinations are only just becoming available, and there have been few 
opportunities to refine computational methods. Complexes involving unsaturated 
molecules are important to study, because the electrostatic components of the 
intermolecular potential energy are often structure-determining. For example, the 
straightforward spectrum of perylene-ethylene signifies a dominant dispersive compo- 
nent, whereas CO,, which has a comparable quadrupole moment to ethylene, has a 
perylene complex dominated by low-frequency mode progressions (Wittmeyer and 
Topp (1990), see figures 12 and 13). The dramatically different spectra between these 
two complexing species serve to illustrate the need to understand the balance between 
dispersive and electrostatic interactions. Moreover, it is necessary to be able to predict 
the effects of electronic excitation. 

Low-frequency mode structure in the range 5-50 cm- dominates the spectra of 
many van der Waals aggregates. Primary examples of such behaviour include aromatic 
dimers (Even and Jortner 1983, Saigusa and Itoh 1985, Doxtader et al. 1986, Lahmani 
et al. 1988, Saigusa and Lim, 1990,1991a7 b), and 1 : 1 complexes of benzene with large 
aromatic molecules, such as fluorene (Even and Jortner 1983), anthracene (Doxtader 
et al. 1986). This type of behaviour is understandable, since the quadrupole- 
quadrupole interaction must change upon electronic excitation. Pronounced struc- 
tural changes can result, with consequent activation of Franck-Condon progressions 
of low-frequency intermolecular degrees of freedom. This behaviour extends to many 
complexes of the large molecule perylene, including those with COz (Babbitt et al. 1987, 
Wittmeyer and Topp 1990), alkyl halides (Motyka et al. 1989, Wittmeyer and Topp 
1989), low-symmetry molecules such as isoprene (Doxtader and Topp 1985) and large 
aromatic molecules including anthracene and fluorene (Babbitt 1988). Recently, 
Castella et al. (1989) reported active low-frequency mode progressions for complexes of 
perylene with aniline and anisole and for anthracene with 1,2-dimethoxybenzene. 

Perylene exhibits a pronounced difference in behaviour from anthracene or 
fluorene, since its 1 : 1 complex with benzene has a simple spectrum (Doxtader et al. 
1986, Kettley et a/. 1987). Complexes of perylene with other small, non-polar, planar 
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adduct molecules, also exhibit simple spectra, despite significant quadrupole moments. 
These include ethylene and 1,3-butadiene (Babbitt et a/. 1987), 1,3,5-hexatriene 
(Doxtader et al. 1986), naphthalene (Babbitt and Topp 1986, Motyka et al. 1988) and 
fluorinated derivatives of benzene (Babbitt 1988). Such straightforward spectra imply 
similar structures in the ground and excited states, the most obvious of which involves 
binding with minimum separation of the centres of mass. Doxtader et al. (1986) used 
such spectroscopic evidence, supported by (Gl2-1) semiempirical calculations to 
assign a parallel-plane structure to the peryleneebenzene adduct. 

Recent developments in the area of picosecond time-resolved spectroscopy, now 
permit direct assignments of the structures of molecular complexes. In a key piece of 
work, Joireman et al. (1991a) used rotational coherence spectroscopy to assign the 
structure of perylene-(benzene),. They find a structure consistent with the suggestion of 
Doxtader et al. (1986) where the aromatic rings are nearly parallel in a face-to-face 
arrangement. The direct measurement was very important here, because this structure 
was excluded by calculations using the more sophisticated distributed multipole 
approach (Price and Stone 1987, Buckingham et al. 1988). Further structure 
determinations of similar aggregates will provide the means to refine theoretical 
modelling procedures. 

3.2. Hot-band spectroscopy 
One alternative approach to binding energy measurements is to focus on the 

products of vibrational predissociation via double-resonance spectroscopy. This kind 
of approach is desirable for the larger binding energies encountered for complexes 
involving large molecules. Such experiments must interrogate higher-energy, con- 
gested regions of the vibronic spectra, where fluorescence and ionization probes of the 
excited state can yield ambiguous results. Upon excitation of a complex, so that the 
vibrational energy exceeds the binding energy, vibrational predissociation will leave 
the product aromatic molecule in a low-lying vibrational level of S,. This can then 
fluoresce (2-10 ns) to populate ground-state levels, generating in turn 'hot'-bands in the 
fluorescence excitation spectrum. These can be detected by a delayed probe pulse, 
similarly to the approach used by Hopkins et al. (1983) to study ground-state 
vibrational dynamics of alkylbenzenes. Figure 14 gives a schematic representation of 
the idea as applied to vibrational predissociation experiments. 

Detection of the ground-state level populations with a high-power, narrow-band 
laser requires only a few per cent predissociation in competition with fluorescence 
decay. Such experiments complement high-resolution dispersed emission, since both 
techniques can examine the properties of vibrational levels in S, through the Franck- 
Condon profiles of S,-S transitions. Hot-band techniques have the advantage of 
laser-limited spectral resolution, and in this respect they complement stimulated- 
emission-pumping and related multiphoton approaches (Hamilton et al. 1986, Weber 
and Rice 1988b). 

A straightforward application of hot-band spectroscopy is illustrated in figure 15. 
Each trace here employed a PUMP laser fixed at a given vibronic band of the perylene- 
CH, 1 : 1 complex, and a PROBE scanned through the hot-band region. At 705cm-', 
which is below the predissociation threshold, only background signal is seen near 
- 353 cm- l ,  the position of the bare-perylene hot band transition A:. Another band 
seen near -275 cm-l in this trace is the fluorescence excitation resonance of the 3:  1 
methane-perylene aggregate, which was also present in the expansion and here serves 
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Figure 14. Schematic diagram of the principles of hot-band spectroscopy, as applied to 
predissociation events. 

as a marker band. At 9OOcm-', a strong hot band appears at -353cm-', meaning 
that bare perylene is being produced in the S, state and is subsequently fluorescing to 
populate the ground-state A ,  level. A vibronic band observed near -260cm-l 
corresponds to AYG& involving the excited-state butterfly mode. As the excitation 
energy increases, the 353 cm- hot band weakens and other features appear. Notably, 
there is evidence of population of the ground-state butterfly mode, which is evidence for 
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the redistribution of excess energy on predissociation. As noted above, this is a 
common observation for small-molecule complexes (e.g., Stephenson and Rice 1984, Su 
et al. 1991), but has not often been reported for big molecules. 

Figure 16 compares two double-resonance spectra for perylene-CO,. The upper 
truce shows a region of the hole-burning spectrum 1025-1450cm-' above the 
electronic origin of bare perylene. This shows the absorption bands of the complex, 
both below and above the predissociation threshold. For this trace, the pump laser 
scanned the spectrum, and the second laser probed the 0; transition of the CO, 
complex, red-shifted by 33 cm- '. The lower truce shows a corresponding 'hot-band' 
spectrum obtained for a similar scan of the pump laser, except now with the probe set to 
the 353: hot band of bare perylene. Below 1200cm-', only bare perylene transitions 
contribute to the hot-band spectrum, dominated by the A: band at 1057 cm-', which 
has a strong Franck-Cnndon advantage. Bands 1-7 in the upper spectrum represent 
vibrational modes of the complex in the range 107&1180cm-', but none of these 
features appears in the hot-band spectrum. This shows that S,-excited bare perylene is 
not produced. The first hot band having a counterpart in the hole-burning spectrum is 
the weak band 8. To higher energies, the hot-band spectrum has contributions from 
complex bands 9-18, based on the perylene 1292cm-' (DA) and 1396cm-' (EA) 
transitions. Notably, the parent DA and EA transitions, which dominate the excitation 
spectrum in this region, generate weaker hot bands than the predissociating CO,  
complexes, because of vibrational coupling and consequent dilution of the absorption 
cross-section. 

Based on these data, the S, binding energy of perylene-CO, is ,<1260cm-', 
equivalent to an So value of < 1225 cm-'. This matches the results of semi-empirical 
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Figure 16. Comparison of (Upper) hole-burning spectrum and (Lower) hot-band spectrum of 
perylene-CO,. Both spectra involved scanning the PUMP laser through the same energy 
region. The hole-burning spectrum involved setting the PROBE laser on the 0; transition 
of the complex, while the hot-band spectrum proved the A: hot band of perylene. 
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potential-energy calculations using a 6-12-1 equation (Babbitt et al. 1987). However, 
the uncertainty of these calculations is such that this correlation is only part of the 
solution; several plausible structures exist within a reasonable energy uncertainty. 
Direct structure determinations will resolve some of these questions. 

4. Effects of complexation on excited-state lifetimes 
Work by several authors has investigated the effect of solvent on the radiative 

properties of molecules in condensed media, where long-range models for the solvent 
dielectric can be applied. Myers and Birge (1980) applied perturbation theory to 
examine variations of the radiative rate constants of non-polar solutes such as p- 
carotene and pyrazine in different solvents. Andrews and Hudson (1978) examined the 
case where both polarization of the dielectric and the solvent dependence of the Sl+& 
energy gap influence the transition strength. Jortner and co-workers (Penner et al. 
1990, Ben-Horin et al. 1991; Shalev et al. 1991a; Shalev and Jortner 1992) have 
subsequently adopted the approach of Myers and Birge, to compute radiative lifetime 
changes and spectral shifts induced by aggregation of polycyclic aromatic molecules. 

Zewail and co-workers first applied picosecond time-correlated single-photon 
counting (TCSPC) techniques to study relaxation processes of jet-cooled aromatic 
molecules. Primary examples are anthracene (Lambert et al. 1981, 1984, Felker et al. 
1982, Felker and Zewail 1984, 1985a, b) and stilbene (Syage et al. 1984). Other work in 
this area includes that of Saigusa et al. (1983) on pyrimidine, and Wallace and CO- 

workers on indoles (Bickel et al. 1989) and the S, state of azulene (Demmer et al. 1987). 
Much of the early development was reviewed by Felker and Zewail(l988). These kinds 
of measurements provided the first insights into the decay time of cold aromatic species 
unperturbed by matrix effects, and uncongested by rovibrational hot bands. Using 
fluorescence quantum-yield data (QF z 0 6 5 ;  Sonnenschein et al. (1984)) this allowed the 
first true measurement of radiative lifetimes of large aromatic molecules in their zero- 
point states. 

As an indication of the effect of van der Waals aggregation on the S1+So 
fluorescence lifetime of a large aromatic molecule, data for perylene are listed in table 1 
(Kaziska et al. 1989, Shchuka and Topp 1992). The decay time of the isolated molecule 
(w9.0ns) is effectively the radiative lifetime (Sonnenschein et al. 1984). For the most 
part, the fluorescence decay time of perylene aggregates increases with increasing size 
and polarizability of the attached species. Notably, a single naphthalene molecule 
increases the decay time by 50%. These general trends are consistent with predictions of 
Penner et al. (1990), Ben-Horin et al. (1991) and Bahatt et al. (1991). As those authors 
pointed out, this effect is in the opposite sense to the effect of the condensed-phase 
refractive index on the oscillator strengths. That is, the radiative lifetime of a molecule is 
always shorter in condensed media, where macroscopic polarization of the dielectric 
increases the oscillator strength (Myers and Birge 1980). On the other hand, in small 
aggregates, polarization effects dilute the oscillator strength. It will be important to 
explore the intermediate region where small-cluster behaviour begins to give way to 
that of the condensed phase. 

In perylene complexes with single argon or CH, species, the lifetime shows evidence 
of non-radiative perturbation of the vibrationless level of S, by a nearby triplet state. 
That is, although the spectrum does not evolve in time, the fluorescence decay projle 
requires at least a double-exponential fit. Figure 17 illustrates the comparison between 
perylene and perylene-Ar,. Moreover, this effect is evidently due to a complexation- 
induced coincidence of singlet and triplet levels, since larger clusters of either of these 
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Table 1. Spectral shifts and zero-point decay times of perylene complexes. 

Species 
Spectral red shift 

cm-' 

- 
52 
93 

102 
142 
166 
181 
21 1 
237 
82 

138 
160 
216 
27 1 
244 
282 

184,238,265 

223,249,300 

385 
748 

Fluorescence decay 
time (ns) 

9.0 
non-exponential 
non-exponen tial 
non-exponential 

8.7 
8.1 
8.7 

10.0 
9.7 

non-exponential 
8.4 
9.2 

10.2 
10.4 
10.3 
10.6 

104+01 

108+01 

12.1 
13.7 

species did not show such a lifetime reduction. These results also imply that a heavy- 
atom perturbation of singlet-triplet coupling is not important for argon complexes, 
consistently with observations for other aromatic species, by Amirav et al. (1979) and 
by Hirayama et al. (1985). 

Table 1 shows that the fluorescence radiative lifetimes of perylene complexes with 
alkyl halides (Kaziska et al. 1991) are the same for all three detected vibrational 
isomers. This illustrates a weak dependence of the radiative properties on the relative 
orientation of a given molecular van der Waals pair. On the other hand, significant 
differences in the non-radiative relaxation processes occur between different distri- 
butional isomers of 2:  1 aggregates involving methane and argon. Such isomer 
dependence is evidence for subtle differences in the intermolecular interaction. These 
include level density, symmetry, and coordination-dependent differences in the relative 
energies of singlet and triplet levels of the host aromatic. 

The fluorescence lifetimes for the alkyl halide complexes, excited via the 0: 
transitions, are similar to those observed for complexes with n-alkanes having the same 
size and polarizability (Bridge and Buckingham 1966). This demonstrates that the 
chlorine atom has no specific effect on the fluorescence decay time, either through 
perturbation of singlet-triplet coupling, or through coupling to charge-transfer states. 

4.1. Photoreactions in complexes 
In common with other thiones, the principal fluorescence of xanthione originates 

from the second excited singlet state. The fluorescence lifetime in fluid solution is a 
sensitive function of solvent (Mahaney and Huber 1975,1984, Abrams et al. 1987, Steer 
and Ramamurthy 1988, Szymanski et al. 1988), ranging from < 10 ps in aromatic and 
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0 5 10 15 20 25 30 
Time (ns) 

Figure 17. Comparison of the fluorescence time profiles for perylene and its 1 : l  argon 
complex following excitation via the 0; transition in each case. The data show that the 
argon complex has a shorter decay time, which results from singlet-triplet coupling. 

alcoholic solvents to z 165 ps in perfluorinated alkanes. Solutions in different alkanes 
give values in the range 1 5 4 5  ps (Ho et al. 1989), showing a pronounced dependence on 
solvent molecular structure. Thus, alkanes having mostly secondary C-H bonds (e.g., 
cyclohexane) quench the fluorescence of xanthione more effectively than those species 
having mostly primary C-H bonds, such as 2,2,4-trimethylpentane (iso-octane). This 
behaviour correlates with the established pattern of photochemical reactivity of non- 
aromatic thiones toward common solvents (de Mayo 1976, Lawrence et al. 1976, Law 
and de Mayo 1979, Steer and Ramamurthy 1988). 

In a supersonic jet, the S, fluorescence of xanthione has a 350 ps lifetime (Wittmeyer 
et al. 1988) and a quantum efficiency near 3%. Therefore, non-radiative processes still 
dominate the relaxation dynamics. Kaziska et al. (199 lb) have made both hole-burning 
(see later) and time-resolved fluorescence measurements of xanthione and several of its 
1 : 1 alkane complexes under jet-cooled conditions. The aim was to examine more 
closely the strong intermolecular interaction found in fluid solution. This work, 
summarized in table 2, clearly showed a dependence of the fluorescence lifetime on the 
attached alkane, ranging from z 300 ps for iso-octane to < 150 ps for cyclohexane. 
Figure 18 shows some representative traces, showing the dependence of the lifetime on 
the complexing alkane. More significantly, the tenfold difference in the intermolecular 
non-radiative rate constants between these two alkanes was much greater than in fluid 
solution. This is a case in which the zero-point structure of the molecular aggregate 
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Table 2. Fluorescence lifetime data for jet-cooled xanthione and some van der Waals 
complexes. 

Species 

Xanthione 
-perfluoro-n-hexane 
-iso-octane 
-n-pentane 
-n-hexane 
-n-heptane 
+-octane 
-cyclohexane 

~ ~~ 

Excitation energy (cm- I )  

0 335 623 

350 
320 
300 
215 
195 
205 
215 
145 

295 
305 
170 
115 
130 
140 
140 
130 

265 
- 
- 

105 

115 
100 

- 

- 

. .  
/ . I  1 , I I  . .  , . . .  , .  . .  - 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 
Time ( n s )  

Figure 18. Sequence of fluorescence time profiles for xanthione complexes with different 
alkanes. The lifetimes ranging from 150-300 ps reflect differences in reactivity in the zero- 
point configuration. 
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plays a key role in non-radiative relaxation dynamics. Table 2 also shows that, upon 
vibronic excitation, and presumably structural relaxation, all processes are faster, but 
the differences in reaction rate constant are largely eliminated. This confirms that the 
zero-point reaction rates depend on structure, although the interpretation of the rate- 
constant data of the vibronically excited complexes requires further review. For 
example, energy enters the xanthione moiety at zero time, and vibrational coupling into 
the low-frequency modes of the complex is necessary, in order for a distinction between 
such excitation and zero-point excitation to be evident. Therefore possibly the 
observed rates reflect limitations imposed by the transfer of vibrational energy. 

Similar applications of picosecond time-domain spectroscopy have followed 
photochemical interactions, such as proton transfer. Cheshnovsky and Leutwyler 
(1988) reported experiments to demonstrate excited-state proton transfer in clusters of 
l-naphthol with ammonia, and Droz et al. (1990) extended this study to clusters 
involving 2-naphthol. They found in both cases, that clusters having three or fewer 
NH, species did not show proton transfer. The conclusion was that cluster size 
influences the proton affinity of the small ammonia clusters. Breen et al. (1990~) also 
studied proton transfer phenomena in l-naphthol clustered by ammonia. They used 
picosecond pump-probe ionization experiments to measure reaction times near 100 ps 
in clusters larger than two ammonia molecules. Steadman and Syage (1990) (also Syage 
and Steadman (1991)) demonstrated that proton transfer from phenol to ammonia 
clusters occurred in z 60 ps, whereas methanol and water clusters, although similarly 
hydrogen-bonding, showed no effect. They also studied the clustered phenol cation, 
observing dissociative proton transfer (Steadman and Syage 199 1). Subsequently, Kim 
et al. (1991a) monitored the spectra of clusters of l-naphthol with ammonia and water. 
In other work, Kim et al. (1991b) determined that excited-state proton transfer occurs 
in complexes of phenol derivatives with ammonia, but not those involving H,O. In very 
recent work, Lahmani et al. (1991 b) studied the effects of protic solvents on the 
spectrum of 9-methoxyanthracene, and Martrenchard et al. 1991 studied structure and 
reactivity in p-difluorobenzene-H20 clusters. Also, Fuke et al. (1991) time-resolved the 
fluorescence of both tautomers of the jet-cooled azacarbazole dimer, noting proton 
transfer times of 60-350 ps. 

5. Vibrational relaxation 
A fundamental scientific problem both in condensed media and isolated molecule 

studies is to understand the coupling of vibrational energy within a molecule or 
aggregate. Early work by the Smalley group on alkyl derivatives of benzene and related 
molecules investigated the coupling of energy from the benzene chromophore into 
‘bath’ modes of the alkyl chain. This work provided the first systematic demonstration 
of the separation of the roles of different molecular components in vibrational coupling 
of isolated single molecules (Hopkins et al. 1979, 1980, 1981, Powers et al. 1981, Smalley 
1982). Recently, Gruner and Brumer (1991a, b) published a theoretical analysis of the 
alk yl benzene case. Picosecond time-domain experiments have explored similar ideas, 
also in covalently bound, single molecules, uia alkyl derivatives of anthracene (Syage 
et al. 1985), and aniline (Baskin et al. 1986a). Also, recent high-resolution work in the 
infrared has provided complementary information for smaller molecules (McIlroy and 
Nesbitt 1989, 1992, Lehmann et al. 1990a, b) including C-H-stretch-excited alkyl 
propynes. 

The first papers reporting studies of aromatic van der Waals aggregates also 
considered the effect of cluster formation on vibrational coupling phenomena (Smalley 
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et al. 1978, Langridge-Smith et al. 1981, Brumbaugh et al. 1982, Haynam et al. 1983, 
Young et al. 1983, Smith et al. 1984). Time-domain studies of these small aggregates 
soon followed, concerned jointly with vibrational relaxation and predissociation 
(Heppener et al. 1985, Heppener and Rettschnick 1987, Weber and Rice 1988). 

The simplest molecular aggregates have such low binding energies that vibronic 
excitation inevitably results in predissociation. Helium complexes of large aromatic 
molecules are a good example. For example, DeHaan et al. (1989) reported the binding 
energies of t-stilbene complexes with helium, neon and molecular hydrogen to be 
<49cm-', 88-150cm-' and 197-273 cm-l, respectively. Also, the level densities are 
such that vibrational coupling 'dynamics' is often not a relevant concept, since 
individual vibrational eigenstates of a system can be resolved. Larger systems having 
binding energies ranging to > 1OOOcm- provide opportunities to observe internal 
coupling without dissociation. Studies involving larger molecules at higher internal 
energies lend themselves more readily to condensed-phase, time-domain terminology 
since there is commonly indiscriminate excitation of groups of coupled levels. In such 
cases, one should employ excitation band widths large enough so that the observed 
dynamics accurately reflect the vibrational coupling phenomena. Time-domain 
experiments lead readily to understanding of 'secondary' events such as vibrational 
predissociation and conformational relaxation, which is not practicable through 
frequency-domain approaches. 

Stephenson and Rice (1984) carried out a detailed investigation of the vibrational 
relaxation/predissociation dynamics of benzene complexes with rare gas atoms. They 
observed strong mode selectivity, and coupling involving a small subset of the available 
levels. Weber and Rice (1988a) employed a time-delayed fully resonant version of 
coherent anti-Stokes Raman spectroscopy (CARS) spectroscopy to study inter- 
molecular and intramolecular vibrational dephasing in s-tetrazine and rare-gas van der 
Waals complexes. Subsequently (Weber and Rice 1988b), they used a triple-resonance 
experiment with fluorescence detection to investigate the spectroscopy and intra- 
molecular dynamics of rare-gas van der Waals complexes of s-tetrazine in the ground 
state. 

Studies of vibrational coupling phenomena in isolated large molecules have 
employed both spectroscopic (Bouzou et al. 1983, Fourmann et al. 1985) and dynamic 
approaches (Felker and Zewail 1984, 1985, Lambert et al. 1984). These have been 
modelled by Mukamel and co-workers (Mukamell985, Shan et al. 1987). However, the 
description of similar coupling in van der Waals aggregates requires detailed 
understanding of the intermolecular mode structure (Hopkins et al. 1979, Khundkar 
et al. 1983,1987, Kobayashi et al. 1987, Kobayashi and Kajimoto 1987). Knight and co- 
workers have made detailed studies of the S, state of 1 : 1 Ar complexes with benzene 
derivatives (aniline, phenol, fluorobenzene and chlorobenzene), using multiphoton 
excitation and time-of-flight mass spectrometry (Bieske et al. 1989). They used a 
delayed extraction technique to suppress dissociation effects. This work featured an 
analysis of the intermolecular modes, and developed a model involving stretch-bend 
anharmonic coupling to explain the spectra. The same group also carried out mass- 
selected resonance-enhanced multiphoton ionization spectroscopy of aniline/Ar3,4,5.. . 
van der Waals complexes (Bieske et al. 1992b). They explored the origin region of the 
neutral complexes, presenting evidence for different isomers, based on low-frequency 
mode assignments. They also estimated rapid vibrational relaxation (ie., < 200 ps) for 
4-10 argon atoms, based on dispersed fluorescence data. Also, they focused on some 
ionic interactions, through studies of resonance-enhanced photodissociation spectra of 
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rare-gas complexes of halobenzenes (Bieske et al. 1990a, b), and of ionic clusters 
involving up to a few rare gas atoms and cations such as p-difluorobenzene and aniline 
(McKay et al. 1990). 

5.1. Perylene complexes 
Recent work in this laboratory has explored the dependence of the vibrational 

coupling dynamics on the composition and structure of van der Waals complexes. 
Examples presented in table 3 show the result of exciting different complexes of 
perylene. The aggregates of interest included single complexing species of different size 
and complexity and clusters of up to four small adduct species. The experiments used 
the same time-resolved fluorescence technique as for the data of table 1.  Two types of 
decay time were monitored following excitation of these aggregates via Ah (alg; 
353 cm-'). 'Vibrational relaxation' was monitored from the decay of the resonance 
fluorescence signal from the A' level. This could be identified from the time evolution of 
the Franck-Condon factor at a particular wavelength. Additionally, the fluorescence 
decay time was monitored from the non-resonant components of the emission 
spectrum. As table 3 shows, these relaxation times are usually quite different. 
Significantly, whereas vibrational coupling in a single, rigid molecule results in 
fluorescence quantum beats (Felker and Zewail 1988), they are rarely seen for the 
complexes of large molecules. None of the cases noted here exhibited such oscillations. 

Despite the absence of vibrational coupling within S, perylene at 353 cm- ', a non- 
exponential decay profile signifies singlet-triplet coupling (Lahmani et al. 1974). As 
demonstrated for zero-point excitation, van der Waals complexation can tune the 
electronic levels, so that odd cases of strong singlet-triplet coupling can occur. One 
extreme case is the CH, 1 : 1 complex, where the fluorescence decay time is only 1-2 ns. 
This is far less than the bare-molecule value of 9.0 ns. Generally, however, with larger 
complexing species, the fluorescence decay time increases, paralleling zero-point 
excitation. 

Vibrational relaxation times at 353cm-I vary over a wide range, showing a 
significant dependence on the complexity of intermolecular mode structure. The two 
isomers of the 2:  1 argon aggregate are noteworthy. We find that the 1,l species, which 

Table 3. Relaxation times of perylene complexes following excitation at 353 cm- '. 
Vibrational relaxation Fluorescence decay 

Species time time (ns) 

n/o 
nlo 
1.7 ns 
3.0 
1.5 
1.5 

240 ps 
180 ps 
210ps 
240 ps 
130 ps 
140 ps 
4.8 ns 

3.5, 7.2 (S-T) 
1.2, 3.5 (SuT) 

4.3 
6.2 
3.9 
4 8  
1.2 
7.0 
7.4 
7.3 
9.1 
x 10 
12.4 
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has no significant argon-argon interaction, relaxes over 3 ns. On the other hand, the 2,O 
aggregate, which has available some internal modes of a weakly bound dimer, shows a 
factor of two faster relaxation time. The methane complexes relax much faster than the 
argon species, and isomer effects are weaker. Since CH, has no low-frequency internal 
vibrations, the differences in behaviour must arise from intermolecular modes. The 
principal difference between methane and argon lies in the presence of rotations, 
hindered by the aromatic molecule. Parmenter and Stone (1986) and subsequently 
Moss et al. (1987) demonstrated the importance of rotational van der Waals 
interactions in vibrational coupling. This work employed a covalently bound sample 
molecule, p-fluorotoluene, which contains a hindered methyl rotor, with the rigid 
molecule p-difluorobenzene (Coveleskie et al. 1980). 

At 353 cm- ', molecular complexes of perylene, ranging from methane to long- 
chain alkanes, usually undergo vibrational relaxation on a time scale 1W200 ps. Even 
benzene, which has few internal modes below 353 cm- ', causes rapid vibrational 
relaxation. Yet, the perylene complex with naphthalene exhibits unexpectedly weak 
coupling at this energy (Babbitt and Topp 1986, Motyka et al. 1988), the 4.811s 
relaxation time being 30 times longer than for the benzene complex. Observations 
following excitation into the overtone mode at 705 cm- reveal similarly 'anomalous' 
behaviour for the naphthalene complex. Again, the coupling is far weaker than the 
benzene case under similar circumstances. Indications are from these data that the 
internal motions of naphthalene complexes are significantly restricted. A detailed study 
of this interesting observation will require direct structural analysis of the naphthalene 
complex, combined with a refined approach to the computational analysis of the 
intermolecular mode structure. 

In fluids, solvent-solute conformational relaxation occurs by thermal activation, 
often resulting in large Stokes red shifts, and usually on a picosecond or shorter time 
scale. Similar transformations should occur in molecular complexes, where cal- 
culations predict potential-energy barriers for isomerization to be < 200 cm- l. If 
isomers can be spectrally resolved, time-resolved fluorescence experiments can detect 
the structural evolution following picosecond-pulsed excitation. In the example given 
here, the rates of vibrational and conformational relaxation were compared for 
different isomers of alkyl halide complexes of perylene. 

The n-pentane 1 : 1 complex of perylene has a simple spectrum characteristic of a 
single dominant isomer having the same equilibrium structure in So and S1. Excitation 
of this complex uia a 355 cm-' vibronic band causes a time evolution of the spectrum 
due to vibrational coupling. There is a broadening, but no net shift, since the complex 
retains the same average structure. Inclusion of a polar complexing species leads to the 
formation of separate isomers, the spectra of which can be separated by 100cm-' 
(Motyka et al. 1989). For example, hole-burning spectrsocopy has shown that the 
perylene complexes with l-chloropentane and 1 -chlorobutane both exist as three 
prominent ground-state isomers (A, B and C) (Wittmeyer and Topp 1989). This was 
shown in figure 6. 

Zero-point excitation of cold molecular clusters does not usually lead to subsequent 
conformational change. However, vibronic excitation can overcome the internal 
barriers, inducing large-amplitude motion and conformational mixing. Following 
vibronic excitation of C at 413.3 nm, with 353 cm- ' excess energy, figure 19 shows that 
emission characteristic of C (monitored at 419.8 nm) relaxes with a time constant of 
290 ps. This yields the spectrum ofisomer A, centred on 4204 nm (Kaziska et al. 1991a). 
Here, conformational interchange occurs on the same time scale as vibrational 
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Figure 19. Pair of fluorescence time profiles recorded for the 1 : 1 complex of perylene with 1- 
chloropentane, following 355 cm vibronic excitation of the C isomer. This species 
relaxes concurrently (z = 290 ps) with vibrational coupling to the more stable A isomer. 

relaxation. The vibrational relaxation times for different isomeric forms of the 
chloropentane complex ranged from 125-290 ps. This demonstrates that, at the low 
energy of 353 cm- *, the level density is small enough to permit the observation of level- 
selective coupling. On the other hand, the level density is also large enough that 
conformational relaxation from C to A of the chloropentane complex is effectively 
complete. Complementary experiments on the chlorobutane complex of perylene 
revealed similar trends, except that the relaxation process resulted in a more even 
mixture of C and A species. 

5.2. Vibrational predissociation 
Vibrational predissociation of large-molecule systems occurs in concert with 

internal vibrational coupling and in competition with electronic relaxation. Predis- 
sociation studies have the advantage that they can involve pump-probe, mass-resolved 
spectroscopy. Cases range from resonant predissociation (e.g., s-tetrazine-Ar 
(Ramaekers et al. 1983, Heppener et al. 1985) and benzene-Ar (Stephenson and Rice 
1984), where the destination states can be clearly mapped out, to statistical coupling, 
where the large number of internal degrees of freedom acts as a thermal bath (Smalley 
1982, Kelley and Bernstein 1986). Zewail and co-workers developed picosecond- 
resolution techniques to analyse the photofragmentation dynamics of molecular 
aggregates (Felker and Zewail 1983). They also reported measurements of the 
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picosecond dynamics of vibrational predissociation of 1 : 1 clusters of benzene with 
phenol and p-cresol, using picosecond pump-probe photoionization mass spectro- 
metry (Knee et al. 1985, 1987). Rice-Ramsperger-Kassel-Marcus (RRKM) models 
were used to analyse the dynamics. They carried out similar experiments on the 
dissociation of covalently bound species in the femtosecond domain (Engel et al. 1988, 
Rose et al. 1988, Rosker et al. 1988, Dantus et al. 1991). Semmes et al. (1990) used time- 
resolved fluorescence measurements to resolve the individual rates for vibrational 
coupling and mode-specific vibrational predissociation of stilbene complexes with 
rare-gas atoms. Heikal et al. (1991) carried out related studies of the predissociation 
anthracene complexes with up to three argon atoms. The latter work reported the 
presence of two different 1 : 1 isomers having different predissociation energies. In other 
recent work, Breen et al. (1990b) carried out direct picosecond double-resonance 
measurements of the state-to-state rates obtained from real-time observation of 
product iodine molecules following the vibrational predissociation of 12-Ar. Vibr- 
ational predissociation occurred in <8Ops in this small system. Alfano et al. (1992) 
have time resolved the vibrational predissociation of argon complexes of s-tetrazine 
derivatives. They found variations over more than two orders of magnitude in the rates, 
depending on the energy and the nature of the internal mode selected. They also 
observed mode-selective differences following the excitation of 2 : 1 complexes. 
Detailed descriptions of the branching ratios were reported. 

It is instructive to compare the predissociation dynamics of argon and methane 
complexes of aromatic molecules. For example, perylene-Ar and perylene-CH, can be 
induced to dissociate following excitation 705 cm- ' and 900 cm- * respectively above 
the S,+S, 0: transition. (Semi-empirical calculations predict that the ratio of the 
binding energies should be roughly in the ratio of the polarizabilities of these two 
species (i.e., a factor of 1-6)). Wittmeyer et al. (1989) reported time-resolved fluorescence 
measurements of the predissociation of argon and methane complexes of perylene at 
energies from 705-1057cm-'. That work showed that, close to its dissociation 
threshold, the methane complex predissociated on a subnanosecond time scale. On the 
other hand, the predissociation time of the argon complex only decreased below 1 ns at 
1057 cm -I ,  which is 400cm-' above the estimated binding energy. This means that the 
argon complex of the rigid molecule perylene dissociates under conditions strongly 
limited by internal coupling. Moreover the spectrum of the argon complex does not 
significantly evolve in time before predissociation. On the other hand, the methane 
complex, which undergoes facile internal coupling, dissociates far more rapidly than 
the argon case. Recent work (Shchuka et al. 1992) has used improved time resolution 
and spectral resolution to examine the time-evolving spectra of these highly excited 
aggregates. Over a range 70@1400cm-' the argon complex predissociated at least a 
factor of two more slowly than the methane complex. Also, the spectrum of the argon 
complex showed little time evolution before predissociation, whereas the methane 
complexes underwent vibrational relaxation usually several times faster than the 
predissociation process. 

Nimlos et al. (1989) compared the predissociation dynamics of methane and argon 
complexes of aniline. Those authors reported remarkably similar binding energies of 
the argon and methane complexes of aniline of w450cm-' and %480cm-', 
respectively. Analysis of that paper reveals that, at 718 cm- ', the argon complex 
fragments in 1.5 ns, whereas the methane complex dissociates in 240 ps. In related work, 
Outhouse et al. (1991) measured vibrational predissociation times for indole van der 
Waals clusters, using both multiphoton ionization and time-resolved fluorescence 
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techniques. They found that, at an internal energy near 720 cm- ', the argon complex 
fragmented in 2.0 ns and the methane complex in 160 ps. This is a very similar result to 
the aniline case above. Further, Outhouse et al. calculated the densities of van der 
Waals vibrational states for the indole complexes, concluding that facile internal 
coupling was the most important factor responsible for the predissociation dynamics. 
These results collectively showed that perylene, aniline and indole complexes behave 
very similarly. 

Recent work by Kaziska and Topp (1991) addressed the case of a flexible large- 
molecule substrate, 2,5-diphenylfuran (PPF). The isolated PPF molecule exhibits 
unusual dynamics through the symmetric in-plane phenyl-ring bending motion. Thus, 
the fundamental at 256cm-', its overtones and some combination bands reveal 
quantum beats. On the other hand, the excitation via the strongest vibronic band at 
867 cm- '-a furan ring bending mode-showed no evidence of vibrational coupling. 
For example, figure 20 compares the fluorescence time profiles of PPF when excited via 
the 256 cm-I and 867 cm- ' vibronic resonances. Unlike perylene, when PPF 
undergoes vibrational coupling, there is little effect on the overall fluorescence decay 
time, proving that singlet-triplet coupling is weak. 

The argon and methane complexes of PPF predissociate after excitation into the 
867 cm-' vibronic band. The results are strikingly different from the perylene, aniline 
and indole cases noted above. As figure 21 shows, the argon complex predissociates 
rapidly, with a time profile modulated by quantum beats. This is a rare case of the 
manifestation of quantum beats for a van der Waals complex. The observation is more 
remarkable considering that the complex has an energy at least 250cm-I above the 
estimated predissociation threshold. Furthermore, excitation of this complex at less 
than one third of the vibrational energy leads to rapid (i.e., 300 ps) vibrational 

1 ' 1 ' 1  1 ' 1  

0 2 4 6 8 10 0 2 4 6 a 
Time (ns) Time (ns )  

(4 (b) 
Figure 20. Comparison of fluorescence time profiles illustrating unusual vibrational coupling 

in PPF: (a) in-phase and out-of-phase components of a classic quantum-beat pattern (see 
Fleker and Zewail (1988)), and (b) at the much higher energy of 867cm-', there is no 
vibrational coupling. 
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Figure 21. Sequence of fluorescence time profiles for the vibrational predissociation of PPF-Ar 
at 867 cm- l. In an unusual observation, the dissociating complex exhibits in-phase and 
out-of-phase quantum beats. The PPF product is also shown. The predissociation time is 
x 260 ps. 

relaxation. The other remarkable observation is that, despite the weak vibrational 
coupling, the predissociation lifetime is about 260 ps. This is four times faster than for 
the perylene complex at a similar energy. 

On the other hand, as shown in figure 22, the methane complex of PPF exhibits 
more statistical behaviour. Thus, the initial resonance fluorescence signal dissipates in 
120 ps. Subsequently, the ‘hot’ complex slowly predissociates on a 2 ns time scale, which 
is nearly ten times more slowly than the argon complex. 

In summary, the relative rates for vibrational predissociation in PPF complexes 
with argon and methane are opposite from the perylene and aniline cases. These 
observations point to the need for further systematic analysis of the internal mode 
structure of these different types of van der Waals complex. A major unknown quantity 
in even these cases, which severely limits modelling accuracy, is the actual binding 
energy. This quantity is still not known to better than sz 100 cm- for any of these cases. 
The other major issue is an exact characterization of the symmetries of the modes 
involved, in these intermediately coupled cases of argon complexation. 

At higher internal energies, more than one species will be displaced from a cluster. 
As an example, figure 23 shows the result of exciting perylene-Ar, (2,O) isomer at 
1290 cm- ’. The first transient is due to resonance emission from the 2,O species, which 
relaxes with dissociation in < 200 ps. Incidentally, this process occurs at nearly twice 
the rate of the 1,l isomer, shown in figure 24. In that case, the argon atoms are on 
opposite sides of aromatic plane, and the disposition of the internal energy needed to 
remove the first atom is significantly different. The second transient in figure 23 shows 
the intermediate ‘hot’ 1,0 species,which survives for up to 2 ns before yielding the bare 
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Figure 22. Sequence of fluorescence time profiles for the vibrational predissociation of 
PPF-CH, at 867 cm- Fast vibrational relaxation (250ps) is followed by dissociation on 
the time scale of 2ns. 

1000 

~____ 

0 2 4 6 8 10 
Time (ns )  

Figure 23. Sequence of fluorescence time profiles for the vibrational predissociation of 
perylene-Ar,, 2,O isomer. 
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Figure 24. Sequence of fluorescence time profiles for the vibrational predissociation of 
perylene-Ar,, 1,l isomer. 

perylene final product. Significantly, this process occurs at nearly the same rate for both 
isomers, suggesting that disposition of the internal energy in the intermediate 1,0 
species is not dynamically different between the two cases. 

6. Structural analysis by high-resolution electronic spectroscopy 
High-resolution infrared spectroscopy of small-molecule van der Waals complexes 

was reviewed by Nesbitt (1988). The electronic spectra of single-ring aromatic 
molecules and their simple derivatives, scanned at z 100 MHz resolution also can 
reveal rotational level structure. Often, spectroscopic analysis has resulted in detailed 
structural assignments. Levy and co-workers focused attention on this area through 
their elegant studies of aggregates of s-tetrazine (Brumbaugh et al. 1983, Haynam et al. 
1983, 1987a, b, Morter et al. 1988) and derivatives (Haynam et al. 1984b, Alfano et al. 
1991). A good example of the precision afforded by this general approach is the 
observation of two structural isomers of the complex between s-tetrazine and acetylene 
(Morter et al. 1988). Recent work has also begun to explore the structures of benzene 
complexes in considerable detail. Cases so far reported include: HCl (Gotch and Zwier 
1990), Ne, (Weber et al. 1991c), Ar, (Brupbacher and Bauder 1990, Weber et al. 1990, 
Schmidt et al. 1991, Weber and Neusser 1991), Kr and Xe (Weber et al. 1991a), N, 
(Weber et al. 1991 b) and water (Gotch et al. 1991, Garrett and Zwier 1992, Gotch and 
Zwier 1992). Levy and co-workers have extended the high-resolution studies to resolve 
different conformers of some small biologically relevant molecules (Philips and Levy 
1988, Wu and Levy 1989), including substituent effects in the spectra of tryptophan 
derivatives (Tubergen et al. 1990). This work is significant because it provided for the 
first time details of the torsional potentials of these single-bonded molecules. In turn, 
this allows identification of rotational isomers and calculation of the torsional 
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potential energy barriers. Such characterizations greatly influence our ability to 
understand short-range transfer and coupling processes in these key systems. 

Larger polyatomic species can be effectively analysed through the application of 
high-resolution optical spectroscopy, as far as level densities and intrinsic line- 
broadening mechanisms permit the resolution of the rotational structure. Experiments 
at 20.5 cm- resolution usually result in the observation of symmetrically broadened 
resonances of 1-2 cm-’ full width at half maximum (f.w.h.m.) due to unresolved 
rotational structure. Several groups used rotational band-contour studies at a 
resolution of <005 cm-’ (< 1.5 GHz) to interrogate vibronic transitions of stilbene 
(Keelan and Zewail 1985), rare-gas complexes of aniline (Yamanouchi et al. 1987) and 
the benzonitrile dimer and some of its van der Waals complexes (Kobayashi et al. 1987). 
Phillips and co-workers (Gibson et al. 1988) employed rotational-contour analysis at 
< 0.2 cm- resolution to explore the structures of complexes of 4-aminobenzonitrile 
and related compounds. Using microwave spectra of the parent aromatic for 
calibration, Kajimoto et al. (1991) recently used 0035 cm- optical resolution to fit the 
rotational contours of benzonitrile complexes with argon and water. 

The direct observation of rotational structure requires significantly higher 
resolution, depending on the complexity of the system. For example, recent rotation- 
ally resolved studies of benzene aggregates have used 150 MHz (Weber et al. 1991a) and 
s-tetrazine, 90 MHz (Alfano et al. 1991). However, even higher precision is needed for 
rotational resolution of large-molecule complexes. One of the earliest high-resolution 
studies of a big molecule in a jet was the work of van Herpen et al. (1986), who used an 
overall bandwidth of z 15 MHz (i.e., 0.0005 cm-’; 3 MHz laser, 15 MHz Doppler) for 
rovibronic analysis of tetracene and some rare-gas complexes. These experiments 
required careful double skimming of the molecular beam to reduce Doppler 
broadening. More recently, Pratt and co-workers (Majewski et al. 1989) developed a 
technique with < 3  MHz resolution, by employing a doubly-skimmed beam with a 
flight path of 1 m. 

The availability of such high-resolution techniques raises exciting new possibilities 
for high-precision structural analysis of jet-cooled large molecules. Both the ground 
and excited-state structures can be determined. Some single-molecule cases studied by 
this technique include the ‘flexible’ molecules t-stilbene (Champagne et al. 1990) and 
1,4-diphenylbutadiene (Pfanstiel et al. 1989). Internal potential-energy barriers have 
also been probed through studies of intramolecular hydrogen bonds in the ground and 
excited states of 2-hydroxyquinoline, where the lactim (‘enol’) and lactam (‘keto’) forms 
were identified (Held et al. 1991a), and in 2-pyridone (Held et al. 1991b), where the 
ground state was found to be the ‘keto’ form. Pratt and co-workers also demonstrated 
the existence of distinct rotameric forms of both 1 and 2-hydroxynaphthalene (Johnson 
et al. 1990), identifying subtle changes in bond angles and internal-axis rotation. 
Hindered internal rotation of methyl groups was also analysed for naphthalene 
derivatives (Tan et al. 1989, 1991, 1992). 

Molecular aggregates present special challenges to the structural experimentalist. 
This is because the available structures are not constrained by chemical bond lengths 
and the potential energy barriers between similar structures are both low and not easily 
predicted. On the other hand, structural studies of molecular aggregates hold great 
promise for future photochemical studies-both modelling and practical applications. 
Plusquellic et al. (1992 submitted) have recently used high-resolution spectroscopy to 
assign structures for both the ground and excited states of trans-2-naphthol complexes 
with ammonia. From such structural assignments, it is now possible to analyse in detail 
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the changes in the intermolecular potential energy surface that lead to photochemical 
reactivity. The pyridone dimer represents a similar case (Held and Pratt 1990). 

Frequency domain and time-domain approaches for structural analysis have been 
compared directly in two cases. First, Meerts et al. (1984) measured the three excited- 
state rotational constants of fluorene and its monoargon complex. Then Baskin and 
Zewail(l989) measured ‘J’-type transient recurrences in the rotational coherence time 
profiles of these species (see later), obtaining completely consistent values for the sum of 
constants B + C. Baskin et al. (1986) and Baskin and Zewail(1989) also used rotational 
coherence spectroscopy to measure the B and C rotational constants of stilbene and its 
argon complex (Zwier et al. 1983, Bahatt et al. 1985). They drew the important 
conclusion that this aggregate does not have a trivial, centre-of-mass-bound structure. 
Instead, the displacement of the argon atom towards an aromatic ring provided an 
important challenge lor structural determinations and for theoretical predictions. 
Recently, Champagne et al. (1990, 1991) measured the ground and excited-state 
structures of stilbene and its monoargon complex, to be precisely as shown by the time- 
domain study. They also made the point that high-resolution approach has greater 
precision for aggregates of this size. 

7. Time-domain techniques for structural analysis 
Time-domain techniques complementary to high-resolution optical spectroscopy 

have evolved to handle structural problems associated with molecular aggregates. 
Since such techniques are sensitive to difjerences in the transition energies, the Doppler 
effect is largely irrelevant, and time-domain studies can be applied liberally to large- 
molecule clusters in free-jet expansions. Upon coherent excitation of an ensemble of 
isolated molecules, the excitation bandwidth and polarization, also the excitation- 
detection geometry, can result in a residual polarization of the detected fluorescence. 
This net polarization persists because the molecules transferred to (and detected in) the 
excited state do not represent an isotropic ensemble average. Nathanson and 
McClelland (1984, 1986) used time-integrated polarized fluorescence spectroscopy to 
examine vibration-rotation coupling phenomena in supersonically cooled molecules. 
Ohta e t  al. (1985) in a similar vein reported fluorescence polarization studies of 
pyramizine, pyrimidine and s-triazine in the vapour phase. 

Extra dimensions can be added to these studies through picosecond time-domain 
spectroscopy, as this allows the evolution of polarization transient phenomena to be 
followed in real time. This technique is well known from the work of Fleming and co- 
workers (Fleming et al. (1976), Cross et al. (1983)), who studied rotational diffusion 
phenomena in fluids. Hochstrasser and co-workers have also played a key role in 
developing techniques to follow the time evolution of fluorescence polarization 
transients in fluids (Rothenberger et al. 1983, Sension et al. 1990) and for isolated gas- 
phase molecules (Negus et al. 1985, Myers et al. 1986). Terazima and Lim (1987) used 
time-resolved studies of fluorescence polarization in jet-cooled azabenzenes to explore 
vibration-rotation coupling. 

Adaptation of transient polarization techniques as a structural tool in supersonic 
jet spectroscopy was largely carried out by Zewail and co-workers (Scherer et el. 1984, 
Baskin et al. 1986c, Felker et al. 1986, Baskin and Zewail 1989). These experiments 
chiefly employed time-correlated single-photon counting (TCSPC) techniques to 
observe picosecond-duration transients in the polarized fluorescence time profile ofjet- 
cooled t-stilbene. They also reported complementary experiments using picosecond- 
resolution multiphoton ionization mass spectrometry (Scherer et al. 1987). 
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Structure of aromatic complexes 189 

Felker and Zewail (1987, 1988) and Baskin et al. (1987) explored the theoretical 
treatment of rotational coherence spectroscopy (RCS), as applied to jet-cooled systems. 
Felker and co-workers have continued this discourse, by further detailed analysis, 
including simulations, of polarization transient phenomena (Connell et al. 1990, 
Hartland et al. 1991, 1992a, b,c). Upon excitation of a molecular ensemble by linearly 
polarized picosecond pulses, a subset of molecules is excited. The description of this 
subset depends on the polarization of the transition of interest and the alignment of the 
transition dipole with respect to the inertial axes. This determines how the ground-state 
rotational level population will be mapped onto the excited state. 

One simple case is a prolate symmetric top having the principal inertial axis parallel 
to the absorption and emission transition dipoles. The molecule t-stilbene in the S, 
state is very close to this ideal (A’=2540MHz, B’=269MHz, C‘=245MHz, 
(Champagne et al. 1990), and 2,5-diphenylfuran (PPF) is another example 
(A’= 1401 MHz,B’=219MHz,C’= 189MHz(Kaziskaetal. 1991c)).Insuchacase,the 
initial value of the rotational anisotropy: 

will be close to 0.4 yielding a 3 :  1 ratio of the Ill and I ,  signals. In time-resolved 
fluorescence, these signals would correspond to the signal transmitted through a 
polarizer either parallel or perpendicular to the E field of the exciting pulse. These ideas 
have been explored in some detail both for condensed-phase and gas-phase 
applications. 

Even at law rotational temperatures encountered in a supersonic jet (i.e., near 
5K), many J and K rotational levels are populated, leading to a decay of the 
anisotropy in <2Ops. Periodic spacings in the energy levels result in several sets of 
interferences, which result in periodic partial recurrences of the ansiotropy. Detailed 
theoretical analysis of this area has been given by Felker and Zewail (1987a) and 
recently, more completely by Joireman et a1 (199 1). The most straightforward case 
occurs for a prolate symmetric-top molecule, excited such that the electric-dipole 
transition moment lies parallel to the, principal inertial axis. In such a case, only 
dJ=O, k 1, AK =O transitions are possible. The diagram in figure 25 shows the 

Fluorescence 

J+2 
J +  1 

J 
J- 1 
J-2 

Figure 25. Energy diagram representing the origin of ‘J’-type rotational anisotropy recur- 
rences, omitting the K and M sublevel notation. This is a simplified version of figure 1 
given by Felker and Zewail(l987). Recurrence phenomena arise from the beat frequencies 
in the emission spectrum. 
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Figure 26. Simulated recurrence traces for (Upper) a symmetric top molecule and (Lower) 
perylene. The lower trace used rotational constants experimentally derived by Ohline et al. 
(1992) (i.e., A = 621, B= 3365, C = 2175 MHz) and the upper trace used the average of the 
B and C constants (i.e., A=621, B=C=277MHz) to synthesize a symmetric-top 
analogue. (Simulation program by courtesy of P. M. Felker.) 

relevant levels accessed by these transitions-from a given ground-state IJ, K ,  M) level, 
nine possible fluorescent transitions result. Because of the regularity of the level 
spacings in this model, three distinct beat frequencies result between fluorescence 
transitions terminating in a given level, at  frequencies 2BJ, 2B(J + 1) and 2B(2J + l), 
where 8 is the rotational constant about either of the two Cartesian axes perpendicular 
to the principal inertial axis. Since all these frequencies are multiples of the frequency 
2B, the rotational oscillators will constructively interfere at intervals in time of ( 2 8 ) -  
from the initial irradiation event. As this is the only relevant oscillation frequency, the 
recurrence will be complete. The interference also results in a cancellation effect at half- 
cycle intervals, giving a trace of the type shown in the upper frame of figure 26. 

Other beat frequencies become evident as the symmetry considerations are relaxed. 
The above case, known as a ‘J-type’ transient effect (Joireman et al. 1992), evolves to a 
spacing close to ( B  + C)-  for molecules exhibiting nearly symmetric-top behaviour. As 
noted above, these transients are interspersed with transients of opposite polarity. 
‘K-type’ transients originate from the selection rule AJ = 0, & 1; AK = f 1, which arises 
when the transition moment axis and the principal inertial axis are perpendicular. 
These transients occur at  times m/4[A - ( B +  C) /2 ]  for a near-prolate top, and have a 
unique polarity. A third type of transient, denoted ‘hybrid’, occurs for intermediate 
angles between the inertial axis and the transition moment. For such transitions, 
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because the transition moment can project onto either the parallel or perpendicular 
direction, the selection rule for the absorption and fluorescence transitions is A J  = 0, 
k 1; AK =0, f 1. This type of transient, which appears with alternating polarity at 
m/2[A - (B  + C)/2], was first demonstrated by Connell et al. (1990) for 3-indole- 
propionic acid and tryptamine and some complexes. 

An important remaining type of transient (the ‘asymmetry’ transient) arises from 
significant departures from symmetric top behaviour. For the near-prolate case under 
consideration, these are ‘C-type’, and appear at times t%n/4C. For the case of a 
molecule having aligned transition moment and inertial axes, this transient provides 
the essential means to assign separate values for the B and C rotational constants. The 
origin of this type of transient is more complex than for the above types, as discussed in 
detail by Joireman et al. (1992). Briefly, this transient arises from the high J limit for an 
asymmetric top, where levels denoted J - J  +,, and ( J  + 2) - J -  + n  are regularly spaced. 
Unlike the other types of transient, the C-type recurrences can have dispersion-like 
profiles. The onset of C-type asymmetry transients is clearly illustrated from the lower 
frame in figure 26, for the real case of perylene; prominent J and C-type transients are 
labelled. This trace was replicated from a fit to the experimental data obtained by 
Joireman et al. ( 1  99 1). The calculations for figure 26 employed a program provided by 
P. M. Felker. 

In real cases, the differences between the ground and excited-state rotational 
constants are highly significant, particularly of reactive systems. Hartland et al. (1991) 
discussed some experimental approaches to accomplish this. A poIarized fluorescence 
approach provides only information about the excited-state properties; a l-colour 
time-resolved fluorescence depletion (TRFD) experiment gives a mixture of ground- 
state and excited-state properties; a multiphoton TRFD approach allows the ground 
and excited state properties to be measured independently. 

7.1. Applications of rotational coherence spectroscopy 
One of the most important areas of application for rotational coherence 

spectroscopy is to study the structures of molecular van der Waals aggregates, 
paralleling high-resolution techniques discussed above. The earliest development in 
this area came from the work of Zewail and co-workers who resolved an increase in the 
recurrence time due to the addition of one or two helium atoms, or single neon or argon 
atoms to t-stilbene (AT - 60, 105,260 and 460 ps, respectively). These data allowed the 
first definitive structural assignments using time-domain techniques (Baskin et al. 
1986c, Baskin and Zewaill989). Results for fluorene, anthracene and fluorene-Ar were 
also reported. 

McDonald and co-workers (CBtt et al. 1989, Kauffman et al. 1989) employed 
picosecond pump-probe spectroscopy, involving fluorescence depletion using two time 
and polarization-correlated pulses from a single laser source. Since the net depletion 
signal depends on the ensemble-averaged stimulated emission cross-section detected 
by the probe pulse, this technique is sensitive to the molecular alignment in relation to a 
fixed laboratory axis. Rotational recurrence data allowed measurement of the 
moments of inertia for S,-excited fluorene. Smith and McDonald (1990a, b) sub- 
sequently used fluorescence depletion spectroscopy to examine multiple recurrences 
for cyclohexylaniline, which closely approximates a symmetric top. This is an elegant 
example of a ‘I, I’ case (ie., where the transition moments for the absorption and 
emission transitions are perpendicular to the principal inertial axis), which shows 
prominent ‘K’-type transients, and therefore allows measurements of the A rotational 
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Cyclo hexylaniline 

J J 

Figure 27. Simulated recurrence trace for cyclohexylaniline. The structural parameters came 
from the work of Smith and McDonald (1990a) (i.e., A = 2412, B = C = 363 MHz). This is 
an important case demonstrating ‘K’-type transients, which result from a transition 
moment perpendicular to the principal axis. The trace is dominated by the K transients at 
122ps spacing; some ‘J’-type recurrences are marked. The program of P. M. Felker was 
again employed. 

constant. Figure 27 shows a simulation trace for cyclohexylaniline, using the structural 
parameters derived by Smith and McDonald (1990a). Another case showing prominent 
K-type recurrences is fluorene-benzene (Joireman et al. 1991 b). 

Several key structural determinations have already come from the application of 
rotational spectroscopy, including the diaromatic complexes perylene-benzene (Joire- 
man et al. 1991a) and fluorene-benzene (Joireman et al. 1991b). The same group also 
made use of ‘hybrid’ transients to analyse the naphthol-water aggregates (Connell 
1991), and recently, they assigned the structure of the hydrogen-bonded phenol dimer 
(Connell et al. 1992). Structural determinations of this type of complex, as noted earlier, 
provide important feedback for computation techniques. 

The rotational coherence technique has sufficient precision for accurate determin- 
ations of the structures of weakly bound aggregates. Demonstrations of rare-gas 
complexes include the stilbene cases noted above (Baskin et al. 1986c, Baskin and 
Zewail 1989). Felker and co-workers used pump-probe techniques including an 
analysis of asymmetry transients to study perylene-Ar,,, (Ohline et al. 1992). An 
important feature of this work was the resolution and formal identification of the two 
distributional isomers. In addition, work from this group using time-resolved 
polarization studies has measured J-type recurrences for stilbene complexes with 
argon and methane, and aggregates involving up to three argon or methane species 
formed around 2,5-diphenylfuran (PPF) (Kaziska et al. 1991~). Figure 28 shows some 
examples of the results from this work, illustrating the resolvability of the shift in the 
recurrence with increasing aggregation. The lower two aggregates fit exactly to centre- 
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Figure 28. Sequence of autocorrelated residual traces for the polarized fluorescence time 
profiles of different PPF aggregates with methane. The times marked represent the interval 
of 'J'-type recurrences. 

of-mass bound methane, whereas the data for the 3 : 1 form predicts formation of a 
methane trimer. 

PPF complexes with long-chain n-alkanes exhibit an odd-even effect. Here, the 
even-alkane complexes (C,-C, 2) show single resonances, whereas the spectra of odd 
alkanes (C9, Cll) consist of doublets (see figure l), signifying the presence of two distinct 
species. Thus, the excitation spectrum for PPF-n-nonane has components red-shifted 
483 and 492 cm- ' from PPF. Vibronic bands appear at + 67 and + 256 cm- '. These 
results suggested that corrugations of the intermolecular potential constrain these 
structures. Potential energy calculations support this deduction, showing for each 
odd alkane two definite, non-interconverting species of comparable stability. The 
rotational coherence traces given in figure 29 show the trend in PPF complexes with a 
homologous series of n-alkanes. The recurrence data predict in each case a structure 
where the alkane is attached close to the centre of mass of the PPF molecule, and 
aligned parallel to the long axis. The n-nonane complex reveals two distinct recurrence 
times for the components of the doublet in the excitation spectrum. These data confirm 
that the alkane is corrugation-locked with respect to the PPF host, in two distinct non- 
interconverting forms. 

7.2. EfSects of vibration-rotation coupling on rotational coherence phenomena 
Excitation in rotational recurrence experiments on molecular aggregates is usually 

into the 0; level, as this avoids complications from vibration-rotation coupling. Baskin 
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Sequence of autocorrelated residual traces for the polarized fluorescence time 
profiles of different 1 : 1 complexes of longer-chain alkane with PPF. The times again 
signify the 'J' type recurrence times. 

Figure 29. 

et al. (1987) showed that vibronic excitation of uncomplexed t-stilbene has little effect 
on the rotational recurrence transients, even where there is appreciable vibrational 
coupling. On the other hand, the binding energy of t-stilbene-He is G49cm-I 
(DeHaan et al. 1989), so that vibronic excitation of this species will almost invariably 
cause fast predissociation. In an important piece of work, Baskin et al. (1986b) 
determined that the bare stilbene produced via predissociation of the helium complex 
retained a large measure of the original rotational coherence. 

Work in this laboratory has addressed a related issue. That is, internal energy 
coupling can cause loss of rotational coherence by vibration-rotation interaction, 
because structural changes due to internal isomerization can lead to rotational 
dephasing. Injection 0fvibratic;ial energy near 350 cm- ' is sufficient to cause internal 
rearrangement, for example, as known from the experiments on alkyl halide complexes 
of perylene Kaziska et al. (1 99 1 a). 

The 256 cm- level of PPF-CH4 undergoes dissipative IVR in 1 15 ps (Kaziska and 
Topp 199 1). This may be expected to generate changes in rotational moments of inertia, 
for example changing the mean-squared displacement from the zero-point equilibrium 
position. Yet, as figure 30 shows, despite some attenuation, the persistence of 
recurrences demonstrates that the coupling of vibrational energy either to large- 
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Figure 30. Autocorrelation traces showing the effects of vibronic excitation on the recurrences 
for PPF-CH,. Despite fast vibrational relaxation (i.e., z < 120 ps), a recurrence persists 
after 2 5 5  ns. 

amplitude modes, or to overall rotational degrees of freedom is inefficient. Similar 
behaviour occurs at this energy for argon and hexane complexes of PPF. 

Given the behaviour at 256 cm- ', it is therefore highly significant that excitation 
into lower-energy resonances of the complexes can result in loss of the rotational 
recurrences. This has been demonstrated for both hexane and benzene complexation. 
For example, the fluorescence excitation spectrum of PPF-benzene exhibits active low- 
frequency mode structure, signifying a difference in equilibrium geometry between So 
and S,. Such progressions also allow sequential incrementation of the internal energy, 
to probe the onset of structure relaxation. As figure 31 shows, excitation of PPF- 
benzene at + 23 cm-l shows a recurrence time of 2.85 ns, and weaker recurrences are 
evident up to an energy of 61 cm-'. However excitation into the next band in the 
progression, at an energy of 77 cm- caused loss of the recurrence signal. This probably 
means that a structural change resulted in dephasing of the rotations. 

The persistence of recurrence phenomena at 256 cm-I in some complexes of PPF, 
where IVR also takes place, implies that the energy does not appreciably sample 
intermolecular modes. Further experiments in this area will need to investigate more 
closely such apparent mode-specific coupling in these large systems. In this way, a 
structure-sensitive time-domain spectroscopy offers important new insights into 
energy partitioning in molecular clusters. 
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1 1 1 1 1 

0 1 2 3 4 
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Figure 31. Recurrence traces for PPF-benzene as the vibrational energy increases in the range 
23-77cm-' in intermolecular modes. In this and other cases, such excitation causes more 
effective loss of recurrence signals than excitation into internal modes of the aromatic host, 
such as 256 cm ~ l .  
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